“Primum non nocere”: An Oath for Survey Practitioners?

James L. Esposito
Bureau of Labor Statistics, Washington DC, USA.

The translation of the Latin phrase that appears in the first part of the title is: “First, do no
harm.” Laypersons who read or hear that sentence may recognize it as the central imperative of
the Hippocratic Oath. Of course, if a person believed that to be so, she/he would be mistaken—
this imperative does not appear in the oath attributed to Hippocrates. (Some scholars attribute
the statement to the Roman physician, Galen). Analogously, some of us may believe that
conducting presurvey or postsurvey evaluation work and designing or modifying survey
questionnaires on the basis of that work necessarily improves data quality. At best, given current
practices, I suspect that such a belief is only partially valid and I will briefly review some
methodological research (mostly mine) in an effort to support that claim. Regardless of the true
origins of the imperative (Hippocrates, Galen, someone else), it is one that survey practitioners
(and sponsors) should consider adopting as a guiding principle in the design and evaluation of
survey questionnaires.

1. Introduction

Since its origins in 1997, the QUEST community has been responsible for some noteworthy
contributionsto theliterature on questionnaire-eval uation standards and al so appearsto have had
asignificant impact on the professional practice of itsmembers. The QDET conference brought
together 338 attendees, incorporated 76 papers, and ultimately spawned a 25-chapter Wiley
monograph (Presser, Rothgeb, Couper, Lessler, Martin, Martin and Singer, 2004, pp. xiv-xv) and
a special issue of the Journal of Official Statistics. Various members of the community have
independently or collaboratively published books (e.g., Presser, Rothgeb et al., 2004; Willis,
2005), journal articles (e.g., Akkerboom and Dehue, 1997; Haraldsen, 2004; Potaka and
Cochrane, 2004), book chapters (e.g., Beatty, 2004; DeMaio and Landreth, 2004; Forsyth,
Rothgeb and Willis, 2004; Fowler, 2004; Willimack, Lyberg et a., 2004), best-practices/
methodological monographs (e.g., DeMaio, Mathiowetz, Rothgeb, Beach and Durant, 1993;
Lindstrom, Davidsson, Henningsson, et al., 2001/2004; Prufer, Rexroth and Fowler, Jr., 2004),
conference/workshop papers (e.g., Beukenhorst, Giesen, and de Vree, 2001; Cosenzaand Fowler,
2001; Gower and Haarsma, 1997; Miller, 2001; Prufer and Rexroth, 1999; Rothgeb, Loomisand
Hess, 2001) and other scholarly works (€.9., Snijkers, 2002) on both household and establishment
surveys. The QUEST workshops have provided aunique forum for someincredibly stimulating
ideasin thisvery specialized research area. The whole experience has been exhilarating to some
of us, if not professionally addictive. Asabody of practitioners, we have learned a great deal.
Y et, onething has become apparent, painfully so in some cases: Westill havemuchto learn—and
not just with respect to the more-technical aspects of our craft (Thomas, 1997). Oftentimes, it
seems, we are asked to make contributions to the design or evaluation of aparticular survey only
to find that the undertaking is grossly underfunded or the timeline for completing the work is
impossible, or both. Some of usareleft with little choice but to participate in such undertakings
knowing full well that our design-and-eval uation work will be viewed asincompl ete/ambiguous
or, in a worst case scenario, as inaccurate or seriously flawed. As resources available for
eval uation research dwindle, we can expect to be placed in these sorts of uncomfortable/untenable
situations with increasing frequency. This paper describes a case study of one such situationin
the hope that it will stimulate discussion on how members of the QUEST community might
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effectively deal with such situations. As a general guideline, | will suggest the following:
“Primum, non nocere.”

2. Additional Background Information

My heightened sensitivity to these low-resource-type research projects should be viewed in the
context of prior experience with long-term, multiple-phase, design-and-eval uation research that
for the most part has been well-supported, well-funded and well-staffed (Esposito and Rothgeb,
1997; Esposito, 2004a). This prior work dealt with important labor force issues (e.g.,
employment and unemployment; worker displacement) and carried significant policy
implications. The case study to be described below can best be described as opportunistic; its
sponsorsdid not possessthe time or the funding for an el aborate design-and-eva uation effort. To
their credit, they made the most of the limited resources they could muster. That said, | must
confess to a not-so-latent socio-perceptual bias regarding sources of measurement error: Recent
research has made me acutely sensitive to disparities in power among the various
actorg/participants who coll ectively represent the survey-data-collection enterprise (i.e., SooNsors,
subject-matter specialists, design-and-eval uation specialists, production specialists, interviewers
and respondents). When problems arise with respect to data quality, too often it seems, the
blame-attribution process seems to point in the direction of those participants who possess the
least power—interviewers and/or respondents. In sociology and socia psychology, this
phenomenon is known as “blaming the victim.” This is not to say that interviewers and
respondents should be viewed as innocent victims. They are not innocent, usually—they do
misbehave, some more than others. However, this bias of mine compels me to focus more on
other explanations asto why survey data quality is not as good asit can be. If successful, this
paper (and the case study described below), will help to identify some of these “other
explanations” (i.e., other sources/causes of measurement error).

3. A Case Study: The Cell-Phone-Use Supplement

3.1. Rationale and Objectives

This case study relatesto the devel opment and evaluation of asupplemental survey to the Current
Population Survey (CPS), one of two primary labor force surveys conducted monthly in the
United States. The 2004 cell-phone-use supplement was sponsored jointly by the Bureau of
Labor Statistics (BLS) and the Bureau of the Census (BOC). The rationale for developing the
supplement was a growing concern about the validity of certain types of telephone surveys(e.g.,
RDD surveys). One cause for concern was alack of knowledge about that part of the population
that national statistical surveys were not reaching—persons living in cell-phone-only
households—and how the characteristics of persons in those households differ from the
characteristics of personsin other households. A second cause for concern was that statistical
agencies and private survey organizations are having more and more trouble reaching landline-
telephone households. This supplement was designed to provide information on patterns of
telephone usage in these households, especially how those households with both landline
telephones and cell phones use the two technol ogies.

The primary statistical objective of the cell-phone-use supplement is to obtain estimates of four
basic categories of telephone service available to and presently consumed by American
households: (a) landline telephone service only; (b) cellular phone service only; (c) both landline
telephone service and cellular phone service; and (d) no telephone service.
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3.2. Supplement Questionnaire Development

The first draft of the supplement questionnaire was developed by a group of subject-matter
experts (tel ephone survey methodol ogy) from government, academia, and the private sector using
items drawn from existing surveys conducted independently by researchers at Georgia State
University and Arbitron (Tucker, Brick, Meekinsand Morganstein, 2004). Itisnot known (tothe
present author) whether these borrowed items were accompanied by item-specific metadata (e.g.,
definitions of key concepts; item objectives). Later draftsof the questionnaire wererefined onthe
basis of several rounds of cognitive testing conducted by private-sector researchers.

3.3. Evaluation Research

The plan for evaluating the cell-phone-use supplement involved both presurvey and postsurvey
evaluations (pretesting and quality assessment, respectively).” As noted, the draft supplement
guestionnaire was subjected to three rounds of cognitivetesting (i.e., cognitive interviews with
embedded topical vignettes). A total of twenty cognitive interviewswere conducted over aspan
of about 8-10 weeks; most of these interviews were administered over thetelephone. After each
round of testing, the design team met to discuss findings and make modifications to the draft
guestionnaire. As alluded to above, a variety of constraints were imposed on the design and
evaluation process. (a) atight timeline for questionnaire development; (b) limited resources for
both presurvey and postsurvey evaluation work; (c) aquestionnaire with a strictly limited set of
items (i.e., to minimize burden and cost); and (d) limited degrees-of-freedom with respect to the
wording used in certain questionnaire items.

These constraints notwithstanding, pretesting work detected (and endeavored to correct) avariety
of problemswith the draft questionnaire. For example, with respect to Q1, an effort was madeto
clarify what was meant by a“landline (fixed-line) telephone”; and with respect to Q3, an effort
was madeto improvethelist of response options. Asaresult, the design team was confident that
thefinal version of the supplement questionnaire (Table 1, appendix) wasadistinct improvement
over the initial draft (Table 2, appendix). Subsequent to cognitive testing, and prior to the
administration of the supplement in February 2004, asmall-scale operational field test (about 600
CATI cases) was conducted by the Census Bureau to determine if the instrument worked as
intended. To my knowledge, no substantive evauation of the performance of the supplement
guestionnaire was conducted by BL S staff during this operational field test.

Postsurvey research involved the use of two eval uation methods: behavior coding and interviewer
debriefing. Behavior coding was conducted at two tel ephone centers during thefirst three days of
CPS interview week (15-17 February 2004). Initial coding was done on-line, that is, while
interviews were in progress. A survey methodologist (the present author) monitored CPS
interviews, selected casesthat had not yet advanced to the supplement stage, and coded exchanges
that took place between interviewers and respondents during administration of the supplement.
For each supplement item, a maximum of two behavior codes on either side of a particular
interviewer-respondent exchange were recorded (see Table 3, appendix, for a listing of
interviewer and respondent behavior codes). While an effort was made to code all of the item-
specific exchanges that took place between interviewers and respondents—adifficult task when

" Regarding my role and responsihilitiesin this effort, | was asked by one of the sponsor’ s representatives to
conduct the postsurvey evaluation work (behavior coding and interviewer debriefing); however, prior to
conducting that work, | was also provided with the opportunity to monitor many of the cognitive interviews that
were conducted during the presurvey evaluation phase. On that basis, | made a number of suggestionsto the
design team regarding item wording; some of those suggestions were adopted, others were not.
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coding is conducted on-line—only datafor the first interviewer-respondent exchange have been
included in coding tabulations. In all, behavior coding data were collected for 60 households.
With regard to interviewer debriefing, evaluative information and data were gathered using a
focus group format. During the focus-group sessions, quantitative data were collected using a
rating form (i.e., for assessing the response difficulty of those items spontaneously identified as
problematic); qualitative information was collected using aprotocol of scripted probe questions
(i.e., for gathering information on the nature of item-specific problems) and a set of ad hoc probe
questions (i.e., for assessing the degree to which interviewers understood the objectives of
supplement item Q3).

3.4. Supplement Metadata

Asisthe case for all CPS supplements, the sponsors drafted an instructional memorandum for
interviewers several months prior to the supplement’s administration date (US Bureau of the
Census, 2004). Instructional memoranda provide information on the purpose of the supplement,
item objectives, key definitions and other information that might be useful to interviewersin
conducting the survey. Depending on the length of the supplement questionnaire, guidanceisnot
always provided for every questionnaire item; classification items typically receive the most
attention in these memoranda

3.5. Findings from Evaluation Research

To my knowledge, no formal reports were written documenting the three rounds of cognitive
interviewing, though summaries were prepared and distributed after each round for the benefit of
the design team. However, formal reports were written documenting postsurvey evaluation
research, and some of the information/data contained in those reports is reproduced here (see
Tables 3 through 5, appendix). To simplify the presentation of findings, the information/data
provided on subsequent pages will focus on three supplement items: Q1, Q2 and Q3. Thefirst
two items, Q1 and Q2, are central to algorithms used to generate supplement estimates; O3 data
are not used in any of the estimation algorithms.

Item Q1. The objective of QL isto obtain an accurate count of the number of distinct landline
telephone numbers that provide service to the sample household. However, not all of the lines
reported by respondents are used for incoming person-to-person cals (e.g., someare used for fax
machines or computers); subsequent items (Qla and Q1b) gather data on actual usage. Among
other issues, the cognitive interviews led us to expect possible problems with the response task
(e.g., confusion with respect to reporting distinct telephone numbers versus the number of
telephones in the househol d) and with the intended meaning of technical terms (e.g., “fixed line
telephone number”; “landline telephone number”). For example, the term “ landline telephone
number” was unfamiliar to some research participants (especialy older persons) and seemed
unnatural to others; at least fourteen alternative ways of communicating about a landline
telephone were mentioned spontaneously during the cognitive interviews (e.g., home phone;
house phone; our regular telephone number; main line; regular phone line.) To address the
response-task problem, a second verification item (“VERZ2") was incorporated into the
guestionnaire for responses of “two or more” to clarify question intent and ensure respondents
were reporting distinct telephone numbers and not the number of telephonesin the household. To
addressthe terminology problem, theterm “landline tel ephone number” was specifically defined
inthefinal version of thisitem and an extended discussion of thistechnical concept was provided
in the supplement instructional memorandum. In spite of these efforts, interviewers and
respondents still struggled with Q1. With regard to behavior coding data (see Table 3, appendix),
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interviewers read the question as worded 62% of the time; there were major changesin question
wording 22% of the time—in most cases, definitional material was omitted. Respondents
provided adequate (though not necessarily accurate) answers 95% of thetime, but felt theneed to
elaborate on their answersin 15% of the cases. With regard to interviewer debriefing data (see
Table 4, appendix), this item was rated eighth (of twelve) in terms of difficulty. Some of the
problemsidentified during pretesting were not completely resolved. For example, some elderly
respondents were still having issues with the term “landline” and one such respondent actually
started counting the number of digits in her telephone number (a total of ten) rather than the
number of landline phonesin her household with distinct telephone numbers. These problems
notwithstanding, two verificationitems (“VER1” and “VER2") no doubt play asignificant rolein
minimizing the level of measurement error associated with Q1.

Item Q2. The objective of Q2 is to determine if anyone in the sample household (excluding
students who may be living away at school) owns a cellular telephone with a working number.
Among other issues, the cognitive interviewsled usto expect possi ble problemswith the response
task (e.g., whether to include/exclude household members who were living away at school) and
with the intended meaning of technical terms(e.g., “working cell phone number”). To addressthe
response-task problem, aphrase wasinserted at thefront of Q2 instructing respondentsto exclude
students living away at school. To address the terminology problem, the term “working cell
phone number” was specifically defined in the supplement instructional memorandum and an
extended discussion of this technical concept—including a chart classifying various types of
cutting-edge communi cation devices (e.g., “blackberries’ )—was provided in the memorandum as
well. Though no doubt successful in precluding many of the more serious problems that might
have arisen during supplement administration, these efforts did not resolve all of the issues
associated with Q2. With regard to behavior coding data, interviewers read the question as
worded 90% of the time, and there were relatively few cases (5%) where maor changes in
guestion wording were observed. Respondents provided adequate (though not necessarily
accurate) answers 97% of the time, but felt the need to elaborate on their answersin 20% of the
cases. Inamost every recorded instance of elaboration, it appeared that respondentsweresmply
trying to beinformative when offering their response (e.g., “ Y es, my wifeand | both have one.”).
In one case, the respondent answered “yes’ but quickly added that she did not want to give out
those numbers. With regard to interviewer debriefing data, thisitem was rated ninth (of twelve)
in terms of difficulty. Some of the problems identified during pretesting were not completely
resolved. For example, some respondents were not sure whether they their prepaid cell phones
counted as a working cell phone number. The prepaid-phone issue was addressed in the
instructional memorandum (i.e., yes, they do count); however, such information will be of little
use to respondents if they are not motivated to ask the interviewer for clarification when Q2 is
posed. Another problem noted by interviewers, but not specifically identified during the cognitive
interviews, was whether to count cell phones that were provided by an employer (and used
primarily for work) as a“working” number.

Item Q3. The objective of Q3 is“to determine if the household relies most heavily on the cell
phone number.” Though not specifically mentioned in the body of the question (but addressed in
the instructional memorandum), the reference period for this item was specified as “a typical
week.” Not specified in the memorandum were the following: (a) to whom in the household this
guestion pertains (e.g., everyone—including children—on the household roster; just adults; just
persons who own a cell phone); and (b) to which types of calls does this question pertain (e.g.,
calls received anywhere; just callsreceived at home). [Note: The correct answersregarding these
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two interpretations appear initalicsabove.]” Among other issues, the cognitiveinterviewsled us
to expect possible problems with the response task (e.g., should respondents consider all calls
received, both at home and away from home, or just callsreceived at home), with theintent of the
guestion (e.g., whether the sponsors areinterested in counting all callsreceived—evenif screened
via“Caller ID” and never actually answered—or only those calls actually answered at the time
they were received), and with the meaning of technical terms (e.g., “all of the phone calls’;
“receive/received”). Other than changing the set of response options, making a few minor
wording changesin the body of the question and defining the reference period in theinstructional
memorandum, no other steps were taken to address the concerns raised above. With regard to
behavior coding data, interviewers read the question as worded 73% of the time and with minor
wording changes 23% of the time. Most of the minor changes involved the response precodes,
adding/deleting aword. Respondents clearly struggled to provide adequate answersto thisitem
(63%). One out of every two responses was initially problematic in some respect: 13%
inadequate answers; 13% requests for clarification; and 17% “other” responses. A response of
“half” accounted for most of theinadequate answers. With regard to interviewer debriefing data,
this item was rated first in terms of difficulty. And, as one might have suspected, problems
identified during pretesting were not completely resolved. For example, some respondents
remained uncertain as to the response task. (e.g., what household members to include in the
calculations; reference period). Some of the respondentsreporting for large househol ds struggled
with the estimation task; others appeared to invest very little time or effort in generating an
answer to aquestion that should have required aseries of potentially difficult mental calculations
(i.e., apparent satisficing behavior). Lastly, interviewers complained repeatedly about theitem’s
incomplete response scale (i.e., no “half” option), noting that some respondents were adamant
about that being their answer.

4. Discussion and Closing Remarks

Onedoes not haveto have twenty-five years of survey experienceto recognizethat thedesignand
eval uation of the CPS supplement described above was not optimal. Much morework could have
been undertaken in the following areas:

» Conceptually (with respect to design), more could have been done in early developmental
stages to understand how families and individuals use telephones, cell phones and other
communication devices (e.g., focus groupswith families and/or industry representatives; see
Gower and Haarsma, 1997).

» Methodologically (with regard to presurvey evaluation work), more could have been done
after the three rounds of cognitiveinterviewsto determine how the draft questionnairewould
work in afield setting (i.e., asmall-scale field test that focused on the questionnaire and not
simply on operational aspects of the instrument).

»  Pragmatically (with respect to design), more could have been done to implement design
changes (and upgrade supplement metadata) based on the information gathered during the
cognitive interviews—especially with respect to Q3.

" During the process of behavior coding, it became obvious that some respondents were having difficulty with the
estimation task imposed by Q3. In an effort to determine what interviewers understood the intent of this question
to be, | decided to ask a set of unscripted debriefing questions during the two focus groups that followed several
dayslater. Recall that only the reference period was specified in the supplement instructional memorandum. The
answers to those unscripted debriefing questions are summarized in Table 5, appendix. Surprisingly,

interviewers were |east accurate in their responses on the only element that was explicitly specified (i.e., the
reference period).
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» Methodologically (with regard to postsurvey eval uation work), more could have been doneto
obtain quantitative estimates of measurement error (e.g., carefully crafted respondent-
debriefing items).”

That said, and given what was done and rnot done in the research described above, what lessons
can we take away from this case study and how might such astudy guide our behavior as survey
practitioners? From my perspective, the primary lessons are these: First, resources for
guestionnaire design-and-evaluation work are often limited (and may become more so in the
future); the greater the resource constraints, the less likely it is that practitioners will have the
means to make good design decisions and conduct credible evaluation research. And secondly,
given that we in the QUEST community have devel oped arich understanding of how to conduct
survey-design-and-eval uation research well (and the potential consequences of not doing this
work well), difficult professional decisions inevitably will need to be made with regard to
participation in low-resource-type research efforts.

These lessons haveimplicationsfor professiona behavior, of course, and my adviceto myself and
to other practitioners who might be interested in such advice would be this, “Primum non
nocere”: First [and foremost], do no harm. Well, what might that mean exactly? Inmy view, it
meansthat practitioners should seek to minimizethe potential for survey-related error by making
every effort to adhere to the highest standards established by their profession (see Reference
section). It also means possibly walking away from a specific design-and-evaluation research
effort if, after making one’ s case to survey sponsors, asurvey methodol ogist strongly suspectsthat
those standards are likely to be compromised. Integrity is paramount in our profession (indeed, in
all professions); competence, though obviously important, must be viewed as secondary to this
essential attribute. Taking this case study as an example, | believe that professional integrity
would require afull documentation of the design-and-evaluation process, its constraints and its
findings—whatever the consequences might be. It isworth noting that this oath “to do no harm”
(as it applies to the survey methodology domain), not only safeguards the credibility of
practitioners, but also the credibility of the organizations we serve and the myriad professionals
who rely on the quality of our datato make policy decisions.

Let me close (and summarize) with two assertions for your consideration: If the resources
available for a particular research undertaking are limited such that we are not capable of doing

" For example, given the prevalence of call-screening devices, one could reasonably assume that some
respondents might not want to report that they take incoming calls on alandline number—the motive being to
avoid receiving/taking calls from unfamiliar parties. One indirect means of testing such a hypothesis would be to
review response-distribution data and analyze cross-tabulation data to uncover highly unlikely response
patterns—and | did so by examining supplement items Q1b and Q2. When items Q1b and Q2 were cross-
tabulated (total N=5940), approximately 10% (n=570) of the respondents who said they did not have a cell phone
(Q2: “no") also said they did not take incoming calls on their only landline number (Q1b: “no”). Now, given the
high cost of having alandline number—and not owning a cell phone or any other obvious means of
communication with the outside world—why would respondents say that they do not take incoming calls on their
only landline number? There are plausible reasons, to be sure (e.g., no friends or family; only communicate via
computer); however, it seems more likely that a fair number of respondents may simply wish to avoid being
contacted by individuals who conduct surveys or sell unwanted products or services—and if so, they may
misreport. The point of thisillustration is that this issue (and other logical inconsistenciesin the data) could have
been addressed by developing a set of response-specific debriefing questions for just this sort of situation. The
570 respondents in this group could have been asked the following open-ended debriefing question: “You
mentioned earlier that you do not take incoming calls on your landline number. If there were an emergency
involving friends or family, by what means could a concerned individual contact you?’ The data/information
provided by asking such a question, not to mention the response latency, could potentially be very useful.
[Esposito, 2004(b), p. 21]

157



whatever research needsto be donein aprofessionally acceptable manner, then the most prudent
course of action may be not to participate at all. Should we feel compelled to participate, a plan
for thorough documentation of all aspects/phases of the design-and-eval uation process should be
discussed with sponsors before research commences and formalized in writing.
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Table 1. CPS Cell-Phone-Use Supplement: Final Question Wording

Label Final Supplement Question Wording [February 2005]

Q1 First | would like to ask about any regular, landline telephone numbersin your household. These
numbers are for phones plugged into the wall of your home and they can be used for different
reasons, including making or receiving calls, for computer lines or for afax machine.

How many different landline telephone numbers does your household have?
VER1 I'd like to verify the information you just provided. | believe you indicated that your household
has NO LANDLINE TELEPHONE service for incoming and outgoing calls: Isthat correct?
VER2 | just want to verify that your household has [fill Q1] distinct telephone NUMBERS: Is that
correct?

Qla Excluding any numbers used only for faxes and computers, how many of these [fill Q1] landline
telephone numbers are used for incoming calls?

Q1b Excluding a number used only for afax or computer, do you [fill (or any other members of your
household) if NUMHOU > 1] take incoming calls on alandline number?

Q2 [Fill (Excluding students living away at school,) if NUMHOU>1] Do you [fill (or any other
members of your household) if NUMHOU > 1] have aworking cell phone number?

Q2a [Fill (Excluding students living away at school,) if NUMHOU>1] How many different cell phone
numbers [fill (do you have?) if NUMHOU = 1 or fill (do the members of your household have?)
if NUMHOU (number of personsin household) >1]

Q2b How many of the [fill Q2a] cell phone numbers you have do you [fill (or any other members of
your household) if NUMHOU > 1] use regularly?

Q2c How many of the [fill Q2a] cell phone numbers are answered by more than one household
member?

Q2d Do you [fill (or members of your household) if NUMHOU > 1] regularly answer this cell phone
number?

Q2e Isthis cell phone number answered by more than one household member?

Q3 Of dl the phone calls that you [fill (or any other members of your household) if NUMHOU > 1]

receive, about how many are received on a cell phone? Would you say ...

<1> All or dmost all calls,
<2> More than half,

<3> Lessthan half, or
<4> Very few or none?
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Table 2. Early Draft Question Wordings for Selected Items [Q1, Q2 and Q3].

Label Question Wording [Early draft of items, circa May 2005]

Q1 How many different fixed line telephone numbers will reach your household?
[VERIFY ZERO and SKIP to Q2: “May | please verify that you do not have any regular fixed line
telephone numbers in your home—nby this | mean the type of telephone numbers homes with
telephones had before cell phones were available.”]

Q2 Do you or any other members of your household have aworking cellular phone?
[IF DK: “Please remember that all of the information you are providing is confidential.”]

Q3 Of dll the incoming calls this household takes, how many are received at home on a cell phone?

Would you say:

(1) Al

(2) Most

(3) Some

(4) Hardly any, or
(5) None

(97) REF

(98) DK
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Table 4. Difficulty Ratings Assigned to Problematic Supplement Items

Interviewer Number
Item TC 1 2 3 4 5 6 7 8 9 10  Mea SD

1.55 0.762
2 1 1 2 3 200 1.247
Totals: 1.78 1.032

VERI TTC io io io 2 2 io 1 io io 1 150 0.577

01 TTC 2 1 25
HTC 1 5 1 2

=
N W
=
=
N
=
=

HTC - - - - - - - - - - - -
Totals: 1.50 0.577
VER2 TTC o io 4 4 1 1 3 1 1 1 200 1.414
HTC 1 1 io 1 2 1 1 1 1 1 111 0.333

Totals: 1.53 1.068

QOla TTC - - - - - - - - - - - -
HTC 1 2 io 1 1 1 1 1 1 1 111 0.333
Totals: 1.11  0.333
QIb TTC o io 5 288 1.126

N
N b
N
N
N
w
w

HTC 2 3 io 1 io 2 1 1 1 163 0.744

Totals: 2.25 1.236

02 TTC 2 1 35 2 2 b 2 1 1 4 206 1.074

HTC 1 3 1 1 1 2 2 1 1 2 150 0.707

Totals: 1.76 0.919

Q2a TTC 2 1 3 2 2 1 2 1 2 4 200 0.943
HTC - - - -

Totals: 2.00 0.943

02b TTC 2.75 1.399

N
N
N
ol
w
N D
-
w
=
ul
N

HTC 1 3 3 1 1 5 1 1 2 200 1.333

Totals: 2.38 1.385

Q2c TTC 3.00 1.247
HTC 1 2 3 3 3 2 4 1 1 1 210 110!
Totds 2.55 1.234

Q2 TIC - - - - - oo
HTC 1 3 1 3 2 1 3

w
=
ol
N
w
w
N
w
w
ol

180 0.919
Totas: 1.80 0.919

N
=
=

Q2 TIC - - - - - oo - -
HTC 1 4 4 2 3 1 3 3 1 1 230 1252

Totds 230  1.252

93 TIC 2 1 5 3 4 1 4 2 2 3 270 1337

HTC 1 4 2 4 4 1 4 2 2 1 250 1.354
Totas: 2.60 1.314

Table 4 continues on the next page.
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Table 4. continued

Question and Scale Used to Rate Problematic Supplement Items:

Q. Based on your experiences this past week, about how frequently did the respondents you interviewed
have difficulty providing an adequate answer to this question?
= A/1: Never or rarely - 0to 10% of thetime

B/2: Occasionaly > some % between A and C

C/3: About Half the Time = approximately 40-to-60% of the time
D/4: A Good Deal of the Time > some % between C and E

E/5: Almost Always or Always - 90 to 100% of the time

Abbreviations: “TC” for telephone center; “TTC” for Tucson Telephone Center; “HTC” for Hagerstown
Telephone Center; “5” for blank entry; “io” for insufficient observations to rate item.

Notes: TTC interviewer number 3 assigned two precodes to several items which resulted in fractional
(average) values for theseitems. Dashes (-) signify that the item was not identified as problematic by a
group of interviewers and therefore was not rated.

Table 5. Four Debriefing Questions Targeting Supplement Item Q3

Total N Debriefing Questions
TTC+HTC=n
N=20 DQ1: Towhom in the household does Q3 pertain?
8+8=16 <a> Everyone listed on the household roster (adults and children)
1+1=2 <b> Just adults and older children (15+)
1+1=2 <c> Anyone in the household who owned a cell phone
0+0=0 <d> Other
N=19 DQ2: To which types of telephone calls does Q3 pertain?
6+8=14 <a> All landline and cell phone calls received at home, work, shopping, etc.
0+0=0 <b> To landline and cell phone calls received at home and work only
3+1=4 <c> To landline and cell phone calls received at home only
0+1=1 <d> Other
N=20 DQ3: What do you think the reference period might be for Q3?
3+1=4 <a> Typical month
1+6=7 <b> Typical week
2+1=3 <c> Typical day
4+2=6 <d> Other
N=20 DQ4: Did respondents understand Q3 the same way you did?
4+8=12 <a> Yes
6+1=7 <b> No
0+1=1 <d> Other

Note: Correct answers, as specified by the sponsor (and/or the supplement interviewer manual) appear in
italicsfor DQ1, DQ2 and DQ3. Also, in reading these hand-written questions to interviewers, the moderator
embellished question wording in an effort to enhance comprehension.
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