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As I approach retirement from Statistics Canada at the end of June 2005, many things come to mind as I look back over the almost 25 years that I have worked in the field of questionnaire design and testing. As I reflect upon my career, I consider that I have been privileged to be part of a remarkable evolution in questionnaire design and testing methodologies. 

From 1973 to 1980, I worked as a survey methodologist with the focus of my work on improving data collection methods.  From 1981 to 1987, I consulted with survey managers throughout the federal government, providing advice and guidance on survey methodology and questionnaire design.  The nature of this work sparked my interest and enthusiasm for questionnaire design, and since 1987 I have worked in the Questionnaire Design Resource Centre (QDRC). 

During my career I have observed many innovations and advances in the field of questionnaire design and testing, including the following:

· Significant improvements in questionnaire design.  Survey researchers are now designing questionnaires that reflect information needs, that are respondent-friendly and interviewer-friendly and that collect accurate data.  Tremendous advances have been made in the design of questionnaires over the last 25 years.  Improvements are evident in the wording, sequencing and format of questions as well as introductions and instructions.  I have observed these improvements both at Statistics Canada and in the research community outside Statistics Canada.  The significant improvements, I believe, are largely due to the increased recognition and understanding of the importance of good questionnaire design and testing in the data collection process by survey researchers across Canada and around the world.  The strong management commitment at Statistics Canada to improve questionnaire design practices as well as the leadership that Statistics Canada has taken to provide questionnaire design training to its own employees and to the survey research community across Canada have had a major impact on bringing about significant improvements in questionnaires and the collection of high quality data.  

· Emphasis on designing respondent-friendly and interviewer-friendly questionnaires.  Ensuring that questionnaires are respondent-friendly and interviewer-friendly is a major goal of questionnaire design at Statistics Canada.  Respondent-friendly and interviewer-friendly questionnaires have had a beneficial impact on the data collection process in terms of improved respondent relations and cooperation, reductions in response burden and enhanced data quality (higher response rates and more accurately completed questionnaires).

· Establishment of the Questionnaire Design Resource Centre (QDRC) at Statistics Canada.  The QDRC was established in 1985 as the focal point and centre for expertise in questionnaire design.  The QDRC has grown to play a leadership role in the development and testing of Statistics Canada’s questionnaires and has had a significant impact on improving the design of questionnaires and on the quality of data collected.

· Greater emphasis on consulting with data users and survey respondents during the content determination and testing phases of developing questionnaires.   Project managers at Statistics Canada recognize that it is very useful to consult with data users and survey respondents during the content determination and testing phases of questionnaire development, and include these consultations in their plans and survey development schedule. 

· Introduction of cognitive methods and focus groups to test questionnaires for household, business and agricultural surveys.  Cognitive methods and focus groups were first used to test questionnaires at Statistics Canada in 1987 to evaluate the respondent-friendliness of the 1986 Census questionnaire as part of the development of the 1991 Census questionnaire.  The methods were then used to test questionnaires for other household questionnaires such as the Survey of School Leavers and the Labour Force Survey.  Think-aloud and retrospective interviews and focus groups are used to investigate the four steps in the response process: understanding the question, retrieving/remembering the information, deciding on and making a judgment about the right answer to provide, and communicating the answer by responding.   In 1990 and 1991, the cognitive methods used to test household survey questionnaires were extended to the testing of business survey questionnaires such as the Survey of Payrolls and Hours and the Construction Industry Survey.  The methods used to test business survey questionnaires were basically the same as used in household surveys, but included the additional evaluation of the task that respondents had in searching for and retrieving administrative and financial data found in annual reports and computer records.  An important aspect of testing business survey questionnaires was the assessment of the compatibility of the survey questions and response categories with a company’s record-keeping practices.  Also, in the early 1990s, cognitive methods and focus groups were adapted to test questionnaires for the 1992 Farm Financial Survey and the 1996 Census of Agriculture.  Again, the goals of testing were to investigate each of the steps in the response process and to assess the compatibility of the survey questions and response categories with the farm operator’s record-keeping practices.  Today, almost all questionnaires at Statistics Canada are tested using cognitive methods and/or focus groups.  Over the last 18 years, the QDRC has participated in the testing of at least 300 survey questionnaires using these methods. 

· Implementation of the Policy on the Review and Testing of Questionnaires at Statistics Canada.  This policy was implemented in 1994 and was subsequently updated in 2002.  It requires that all new and revised questionnaires be reviewed and tested in both official languages (English and French). 

· New developments in data collection methodology.  During my career at Statistics Canada, I have seen major changes in how survey data are collected.  When I joined the department in 1973, my first project involved the introduction of telephone interviewing for the first time in a household survey.  Building upon the success of this particular project, telephone interviewing was eventually introduced as the primary method of data collection in most household surveys at Statistics Canada.  As the years passed, there was an evolution from paper questionnaires to computer-assisted interviewing.  In more recent years, some surveys have incorporated Internet-based questionnaires as an alternate way to collect data.  These changes in data collection methods have also led to changes in the way that questionnaires are designed and tested.

· Establishment of the QUEST (Questionnaire Evaluation Standards) Workshop.  The QUEST workshop has taken place every two years since 1997 and is attended by questionnaire design and testing specialists from national statistical and survey organizations around the world.  The workshop’s aims are to discuss questionnaire evaluation practices, to share experiences and to identify effective and efficient methods for evaluating questionnaires.    

When I look back over my career, I have participated in many interesting initiatives and projects that have provided me with a great sense of satisfaction and reflected my passion for questionnaire design and testing.  Highlights include:

· Working with and leading an outstanding and dedicated team of consultants in the QDRC from 1986 to 2005.  

· Meeting and consulting with several thousand respondents during all the focus groups that I have moderated and cognitive interviews that I have conducted.

· Working in partnership and co-operation with hundreds of clients, both inside and outside Statistics Canada. 

· The research project to develop a respondent-friendly questionnaire for the 1991 Census, the first project undertaken by the QDRC.  The results of this project resulted in a significantly improved and respondent-friendly Census questionnaire.  The project increased the QDRC’s visibility within Statistics Canada and led to new projects for the QDRC.

· Moderating focus groups with Aboriginal persons in 1997 to evaluate proposed questions on Aboriginal Identity and Ethnicity for the 2001 Census.

· Organizing and moderating four focus groups in Toronto and Winnipeg in 2000 to test questions on Ethnicity for the 2001 Census, with all the work being completed within a four-day period, with no advance notice that the work was going to take place, and then repeating the same thing exactly one week later.

· Testing the questionnaires for the Unified Enterprise Survey from 1997 to 2000, a major project that tested more than 30 industry-specific questionnaires in a relatively short time frame and that presented unique challenges in terms of coordination, developing priorities and issues for testing, scheduling, cost and determining appropriate testing methods.

· Testing questions on Same-sex Relationships within Households in 1997 and Sexual Orientation in 2002 with heterosexual, homosexual and bisexual persons.  

· Conducting cognitive interviews to test the questionnaire for the 1999 and 2004 General Social Surveys on Victimization with persons who had been victims of violent or abusive relationships.  These respondents shared very personal information about painful experiences. We were able to gain their trust and confidence and to make them feel comfortable during the interview. 

· Consulting with data users for the purpose of content determination and survey design for the Youth in Transition Survey in 1996 and the Survey of Giving, Volunteering and Participating in 2003.
· Chairing the Task Team to Review Major Statistics Canada Questionnaires in 1988-89.

· Being part of the organizing group of the first QUEST Workshop in 1997.

· Presenting almost 200 training workshops, courses and seminars on survey methodology and questionnaire design.

· Providing special courses on questionnaire design at the Annual Meetings of the American Statistical Association in 1985, at the International Conference on Establishment Surveys in 1991, at the Statistical Society of Canada in 1996, and at the U.K. Office for National Statistics in conjunction with the 1999 QUEST Workshop. 

· Presenting papers on questionnaire design and testing at the Annual Research Conference of the United States Bureau of the Census in 1989 and 1991, at the Special American Statistical Association Conference on Response Errors in 1990, at the International Statistical Institute in 1991, at the QUEST Workshops in 1997, 1999 and 2005, at the World Association of Public Opinion Research in 1998, and at the Annual Meetings of the American Statistical Association in 1998.

I have had many memorable experiences and anecdotal incidences, including several humorous situations, while conducting cognitive interviews and moderating focus groups.  The paper will describe the incidents and observations that stand out for me.  They demonstrate how testing questionnaires using cognitive methods and focus groups are reality checks of what respondents are thinking, how questionnaires are performing and how respondent-friendly and interviewer-friendly the instruments are. 
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Designing Web Surveys
Helena Bäckström
1
Introduction

The request for electronic data collection is increasing both in Sweden and internationally. More and more countries have decided to offer an electronic alternative, not only for surveys to businesses, but also for surveys to households. To keep up with the development, Statistics Sweden needs to be able to offer clients and respondents data collection by Internet as an alternative to the paper questionnaire.

In our organization, work with implementing new systems in electronic data collection is in progress in several directions. In most cases there are several people involved in the construction of a web questionnaire. This is why the questionnaires have different layouts and different techniques lying behind.

A project has during 2003-2004 aimed at making general guidelines to get a uniform layout of the web surveys which come from our organization. The name of the project is: ”Layouts for web questionnaires at Statistics Sweden”. 

2
Working methods

In 2003 a number of persons working with web surveys at Statistics Sweden were interviewed. Some web surveys were tested with different qualitative methods. The results of this work were presented at the last QUEST-meeting.

During 2004 around 40 different web surveys were collected at Statistics Sweden, both business and household surveys. These surveys are spread between different departments and locations (Örebro and Stockholm). The questionnaires have been reviewed and a specification of similarities and dissimilarities in the layout has been put together. 

We have been studying recent literature on how to design the questionnaires. We have also participated in international work via personal contacts, courses, conferences, workshops etc.

A ”reading-group” consisting of representatives from different departments has read the report and given their comments on the first draft.

In March we had two seminars at Statistics Sweden, where we presented the outline of the project and what guidelines we had reached.

2.1 
Restrictions

The concept “web questionnaire” can refer to various types of questionnaires. In this project we have focused on on-line questionnaires. While filling in the answers, the respondents stay connected to Internet. The answers are stored immediately.

3
Guidelines and report

A four-page folder with guidelines has been produced, as well as a more detailed report ”Comments on guidelines for web surveys”. The report describes the guidelines more thorough. It explains pros and cons with the different solutions and what argues for the chosen solution. There are also some examples of what the questionnaire should look like on the web when using a certain kind of solution.

4
Results

Below is a short description of what we have discussed. These things appear in the report as guidelines and recommendations.

We have had a close cooperation with a project which works with a new system for business surveys on the web, ELIS. In this project they have discussed what start- and concluding pages can be needed in different kinds of surveys. In our project we have then discussed what information and functions the different pages should contain.

The background layout that we recommend is very similar to the homepage of Statistics Sweden. This is done deliberately to make the respondents relate the web questionnaire to our organization. We have focused particularly on what functions always have to be displayed in the head of the page and what functions are optional.

Pros and cons with having one or more pages in a web questionnaire are explained. To divide the questions into different sections, with a heading for each section, is a good way to make the questionnaire clear and easy to follow. You should use a dividing bar between questions, including any instructions and response categories.

We have formed guidelines about font size and font style of questions, instructions, response categories, headings etc. One section describes how to number headings, sections, questions, tables etc.

Navigation is important in a web questionnaire. What functions are needed and when and where are they to be displayed? How should questions, instructions and response categories be arranged to make the questionnaire easy to follow?

There are several different kinds of response boxes. When to use what type depends on the question. There are, for example: radio-buttons, check boxes, blind menus etc.

What colors should be used in tables? Since the use of many different colors makes it hard to read and recognize what is what, you should not use too many different colors on the same page.

There are a few things to keep in mind when creating tables in a web questionnaire. We have, together with the ELIS project, decided how tables should be built up and designed to be clear. To make a distinction between the data the respondent fills in and the preprinted information, we recommend a certain color for preprinted data and automatic calculations. 

It is possible to use different kinds of functions in different kinds of questionnaires. What the functions should look like and where they should appear on the page, we also have recommendations on in the report.

Instructions are a very important part of a web questionnaire. Some instructions should be visible at all the times, while others can be hidden until the respondent chooses to see them.

Data editing is an area which is not really part of the layout, but yet very important in a web questionnaire. One section is about the checking conditions: when and how to inform the respondent about an incorrect data entry.

To motivate the respondents, feedback can be used. The feedback could either be displayed on the screen to the respondents right after the questionnaire has been filled in, or it could be distributed by email, post etc. on a later occasion.

5
Continue of work

The guidelines in the folder and in the report are guidelines that we recommend will be used at Statistics Sweden. While the web technique is still relatively new, the guidelines will be updated along with further studies. Both the folder and the report are live documents and will be updated continuously.

During the project we have had a close cooperation with the ELIS-project which aim is to build up a completely new web system for data collection. The intention is that all business surveys will use this system. This cooperation will continue since the system still is under construction. They use our guidelines. By doing this the guidelines will be tested in one of the organization’s system for electronic questionnaires. In the system there will be fixed rules for the layout of web questionnaires, for example the font size and the font style, colors etc. Consequently, the layout of web questionnaires at Statistics Sweden will be more homogenous than it is today. 

Several surveys which earlier have been on paper are changing to web versions. Some of these surveys use our guidelines and we are involved in the work. This results in feedback on how our guidelines work in other technical systems.

Validity of Pre-testing Web Surveys
Dirkjan Beukenhorst and Rachel Vis

Statistics Netherlands
In Statistics Netherlands’ contribution for the Washington Quest workshop in 2001 we dealt with the problems connected with testing CASI (Computer Assisted self Interviewing) questionnaires. We compared different testing methods. On the one hand classic methods: respondents thinking aloud while interviewers observe and ask meta-questions concurrently or retrospectively, and on the other hand ‘self-administered meta-questions’ inserted in the CASI-questionnaire proper.  We also stimulated spontaneous comments in order to find unexpected problems. Our preliminary conclusions were:

Computerized self-administered evaluation yields useful results. Respondents are definitely willing to answer meta-questions in a computerized format. They are also willing to add their own comments into the computer spontaneously. As could be expected, respondents who are more familiar with computers are more inclined to do so. If the functionality of the interview program becomes easier, even less experienced computer users will probably do so.
Both quantity and quality of the problems found by the computerized evaluation depends strongly on the quality of the meta-questions asked. The results of the interviewer probing afterwards show convincingly that not all relevant problems were found with the computerized evaluation tool we used. Especially unexpected problems can be more difficult to detect, as there are no meta-questions asked about it. Also, if meta-questions are too broad, the information they yield is less detailed. 
Another interesting finding of our test is that respondents seem to make more mistakes when completing the questionnaire by themselves (without an interviewer present encouraging them to think aloud). This in itself can be seen as an advantage of the computerized method, since it represents the more realistic situation. Obviously, this is only advantageous if the mistakes can somehow be detected. This could be accomplished by programming smart control questions, consistency checks and feedback questions (e.g. ‘According to the previous questions you used the internet for the following activities. Are there any other activities you would like to add now?’). 

In 2001 we were obviously primarily interested in the traditional pre-test topic of the cognitive aspects of the questionnaire. The problems we were looking for and wanted to solve were about interpretation, information processing and so on. How the respondent could handle the questionnaire was of no concern: the interviewer started the questionnaire and saved it after the respondent stopped answering the questions. This is not surprising, since at that time we were only thinking of CASI as an interview in which the respondent answers the questions on the computer while an interviewer is present. The concept of ‘internet questionnaires’ was still vague. In that period Statistics Netherlands had no facilities at all for conducting web surveys. So there were no usability-issues to test, yet.

In our present paper we will describe how our attention has been shifting from these cognitive preoccupations towards more affective aspects and technical problems concerning the usability of different variants of web surveys.  This shift brought along a change in our methodological concerns as well. We will discuss four pre-tests of electronic questionnaires that were conducted between April 2004 and January 2005. These will illustrate this shift quite clearly. In these tests we were primarily interested in the following questions:

· What is for SN the best way to administer household surveys electronically?

· What is the best way to test whether people can administer the electronic questionnaires by themselves, i.e. without the help of an interviewer?

The first two tests concerned a computer assisted self-completion questionnaire on CD-rom, and the other two tests concerned an on-line questionnaire.

In the first three of the four tests all test respondents were SN colleagues, who were asked to complete the questionnaires at home. They received an advance letter with a short instruction on how to open, fill in and return the questionnaire. In the cases where a CD-rom was used, it was included in the advance letter. Also included in the advance letter was an evaluation form with open-ended questions on what the respondent thought of the questionnaire. After completing the questionnaire they had to fill in the evaluation form and return that (via mail or personally) as well.

Most colleagues were very critical and provided a lot of comments. Besides, many colleagues came to hand over the evaluation form personally and discussed the methodology of the survey with the researchers. Often the short discussions were more informative than the comments written in the evaluation forms.

For the last test we recruited “real” test respondents from outside the bureau, and we were careful to include people with little computer and internet experience. In this test we used two different test methods: Firstly, twenty test respondents were asked to complete the online questionnaire at home. They received an advance letter with a short instruction and an evaluation form they had to return. Secondly, ten test respondents were invited to come to the laboratory to complete the questionnaire, so we could observe them. They also received an advance letter with the short instruction, but the evaluation was done in a cognitive interview after the questionnaire was completed.

We found that the returned evaluation forms were not very informative. Most respondents gave monosyllabic answers to the open-ended questions; “good”, “fine”, “okay”.  Looking back, this is not surprising at all and we should have known better.

The advantage of the lab test was that we could observe how the respondents reacted to what happened on the computer screen. We also got a lot of feedback on the questionnaire and also the layout. Yet this test was very obtrusive and it was impossible to recreate a situation “as if the respondent was at home”. For instance we used a laptop for the test, because that was the only way to have a connection to the internet in the laboratory, but some respondents had never worked with a laptop before.

These kinds of tests differ quite evidently from traditional tests in the lab. In these tests we chose explicitly to use a questionnaire that was already pre-tested and used in the field because we did not want to be bothered with comprehension and other cognitive problems. 

Concerning the methodology we discovered some new problems which we did not solve as yet. In the Washington paper we were already aware of the ecological validity problems when you test self-completion questionnaires (we concluded that the self-completion pre-test represents a ‘more realistic situation’).  All test respondents are sensitive to the fact that an interviewer/researcher is present (or behind a one-way screen) during a test. This becomes a real problem if you are testing a self-completion questionnaire, especially if you want to investigate motivational aspects. Motivation to complete the questionnaire is one of the most serious problems of web surveys: the drop-out rate can exceed twenty percent! Think of the Hawthorne effect: if your test person knows he is part of a special research project his motivation will already grow.

Now we have reached a dilemma. Only completely unobtrusive methods (such as audit trails or placing cookies) will give ecologically valid data on motivation. However, these methods are considered by many as unethical – especially on the Web.

Another methodological (and very practical!) problem is this: The richest data on cognitive problems in a questionnaire (self-completion or not) will be found in a lab test with an interviewer. The best way to test technical problems of a web survey is by letting respondents test at home without a researcher being present. These two conditions rule out the possibility of a test procedure consisting of only one test round.

Finally, we discovered a rather frustrating side of testing web surveys. If we test a questionnaire and find cognitive problems with question wording or the sequence of questions, we can formulate proposals for improvement ourselves, and in the same test round we can implement our proposals. Yet if we detect problems concerning IT-aspects like the lay-out or navigation, or the handling of the questionnaire, we can only report our findings or even suggest improvements, but we cannot implement the changes and sometimes we don not even know whether an improvement we suggest is feasible. In this we depend on the programming department. This also can be a reason to rule out the possibility of a test procedure consisting of only one test round.
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1. Introduction: Bringing it all together

The objective of this paper is to suggest that client side paradata from web surveys can serve as a bridge between qualitative methods used during the development of a questionnaire and quantitative quality indicators collected in pilot studies or the actual survey. Our arguments will be based on a discussion of the weak and strong aspects of qualitative and quantitative test methods. We will also include an example from a project where we used cognitive interviewing in the development of the questionnaire, and collected paradata while conducting the actual survey. Finally we will suggest how other types of paradata can be tailored in order to coincide with small scale observations made during the development of a questionnaire. 

2. Building the bridge

Qualitative testing methods consist of several techniques that are used to collect information about how the respondent interpret the survey question, collects relevant information and arrives at an answer. The overall strength of qualitative testing methods is that they collect a variety of information about how different test persons think and respond to survey questions.

If the interviewer is well taught and test person is properly instructed, the overall experience is that think-aloud techniques, accompanied by verbal probes predicts highly valuable information about the process of question comprehension, information retrieval, judgement and estimation, and response (Toureangeau, 1984). 

One problem associated with cognitive interviews is that the interviewer behaviour might affect what the participants say and what conclusions are drawn (Beatty, 2004). To ensure the satisfactory degree of data quality, the interviewer should be familiar with the "current best practises" (e.g. Snijkers, 2002) to avoid undesirable interviewing practices. The most important problem, however, is that the tests are carried out in small scale. Hence, we do not know if the problems we detect also will apply in full scale. In a survey based on statistical principles, the results can very well be of high quality, even if not all the questions work perfect for all respondents. In fact, it is this that may be called the “magic” of statistical surveys. Hence, one of the questions we often struggle with during the development of new surveys, is to distinguish between cognitive problems that should not be ignored and problems that can be overlooked. 

What is generally recommended in order to solve this dilemma, is to combine qualitative development and testing methods with quality assessments in representative pilot studies. Generally, however, there are not money nor time to carry out such a triangulation of planning methods. We think there is another problem with this method as well: The distance between what is learned about cognitive problems in the development of a questionnaire and the quality problems detected in the actual survey is so long that it is difficult to establish a solid link between these two observations. This is due to the fact that while cognitive testing focus on the process quality, quality evaluations of the actual survey focus on the result quality. If test respondents had no problems with the terms and tasks of a survey question, and the answers to this same question seemed to be of high quality, we argue that this is because this question was easy to answer. If there was problems detected in the cognitive testing and the final quality also seems to be low, we take this as a result of the cognitive problems we have described. We tend, however, to leave out all of these incidents where the quality evaluation of questions do not coincide with qualitative test results. And even when they coincide, the relationship may be questionable. 

Traditionally there are three ways of identifying quality problems in surveys. What is considered to be the best method is to compare results from the questionnaire with other sources to the same kind of information. The problem is of course that such a reliable source of information generally does not exist, and that was just why the survey was conducted. A more common method is to use missing units or missing answers as an indictor of response problems. The third, and probably most cost efficient method, is to look for inconsistencies in the response patterns. 

None of these indicators yield much insight into the response process that cause the problems, and it might not be problems that we have observed in cognitive testing. Unit nonresponse may be caused by cognitive problems associated with the questions, but can just as likely by reactions to the topic of the survey or be caused by practical problems that hinder those who are addressed to participate. From socio-psychological investigations made by Krosnick and others, we know that respondents have a tendency to make a qualified guess rather than leaving a difficult questions unanswered. Hence, item nonresponse might also be a poor indicator of cognitive problems. Logical inconsistencies between answers are often not considered to be a cognitive problem for the respondent.  And it might not be the question that we have earlier observed cognitive problems with that causes the inconsistency, but one of the other questions looked in the consistency check. Thus our general argument is that as long as you do not collect process data in the survey, the link between quality indicators and cognitive problems detected in qualitative tests are rather weak. It is this logical gap that we think client side paradata can bridge. 

Paradata are data that can be collected in web surveys that describe how respondents filled in survey questions, contrast to what they fill in. We distinguish between server side paradata (SSP) which are information concerning page requests on the web server, and client side paradata (CSP), which are information about what is going on within a web page. Client side paradata describes, with high-precision timestamps, the actions of a respondent, such as clicking response alternatives, changing answers, clicking hyperlinks, scrolling the page, moving the mouse pointer, and interrupting a task (Heerwegh, 2004).  These data are collected with the help of a java scripted program. 

The procedure we generally follow when we carry out cognitive interviews in Statistics Norway is the following:

Formalities

Warming up for think-aloud session

Think-aloud session. The moderator tries to note which questions that causes problems and what problems that can be, but tries to interfere as little as possible

Follow up questions based on the observations made during the think-aloud session

Planned questions and exercises to test more thoroughly specific questions and problems that have been selected before the test.

Short break while the moderator sums up what he thinks are the main results

The moderator presents his summary and ask the test person to clarify, add new points and make other comments.

We have described this procedure in order to view that what we call cognitive interviewing in fact is a mixture of observations and in-depth interviewing. With paradata we do not collect the kind of information that we gather in the in-depth interviewing, but data that are similar to the observations made during a cognitive interviewing session. In a previous presentation made to the Quest group in 2003, we demonstrated how programs like Camtasia can be used to record what a test person is doing within a web page in individual tests (Brekke, 2003). 

This kind of behavioural data can be collected in a full-scale setting with the help of client side paradata. 

In the qualitative tests described above, the follow up questions are used to link observations made during the think-aloud session to the four-fold cognitive typology developed by Toureangeau. In a web survey, paradata can be linked to result quality indicators. The in-depth interview is not repeated in the survey and the quality evaluation of the final results can not be carried out during the test period. But if we can use client side paradata to identify similar observations to those we experienced during the test, these data can be used to establish a stronger link between the small scale investigations of cognitive process and the big scale evaluation of survey quality. The conceptual model we apply can be drawn like this:

Figure 1: A conceptual model that links together small scale investigations of cognitive processes with big scale evaluations of survey quality
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At the workshop we will present an illustration where we try to establish such a link between test results and client side paradata that we gathered during the development of a customer satisfaction survey that was carried out for Statistics Norway in January 2005. 

To scroll or not to scroll: Designing an internet form for New Zealand’s 2006 Census of populations and dwellings

Lyn Potaka
This presentation will discuss the design and development on internet forms for a mixed-mode Census in New Zealand in 2006.  Using experiences from the design and testing of prototype forms, it describes design features adopted to preserve the qualities of paper based responding and minimise mode effects, while retaining the advantages of the internet medium.

The Census of Population and Dwellings in New Zealand is conducted every five years.  It is the primary source of information on the size, composition, distribution, economic activities and state of well being of the population.

In New Zealand there are two Census forms, one individual form filled in by (or on behalf of) everyone in New Zealand on the night of Census and a Dwelling Form, filled in for every occupied dwelling (including hotels, hospitals, rest homes and other non-private dwellings).  These forms are produced in both an English-only format and a bilingual format where a Mäori version is presented alongside the English version.

Although these forms have traditionally been paper-based forms, for the 2006 Census, Statistics New Zealand plan to introduce an internet option.

Statistics New Zealand's forms design team were responsible for developing both the paper-based forms and specifying the design of the new internet forms.  To inform this development, the team developed a prototype version of the forms and conducted testing to explore the usability of the system.

To avoid mode effects, one of the primary objectives of the development was to preserve the comparability of the form completion task with the task required on paper, while also taking advantage of the benefits of the internet mode.  A number of design features and strategies were developed to meet this aim.

Simple vs sophisticated design:

Simplicity and keeping the internet design plain and conservative was seen as important in making the option accessible to the largest number of respondents and not just those that were "technically sophisticated".  In practical terms this meant minimising the amount of text displayed on screen and the way it was presented.  For example links were presented as stand alone text with clear and obvious labels, rather than embedded into paragraphs, in order to increase visibility and facilitate navigation.

Log-on:

Overseas research has consistently showed that respondents often have difficulty logging on and entering long strings of numbers correctly, so ID's and PIN numbers were chunked into groups of 3-4 numbers for optimum recall and split over different rows which corresponded to the visual display on source documents.  A graphic was also used to illustrate the position where the ID number could be found on those documents.

Look and feel of paper forms:

To use visual guides in a consistent way to paper, questions on the eforms were presented in bounded regions so that respondents would have no difficulty deciding where each question began and where it finished - ie. using "common region" to define each question.

Reverse print numbers in the top left hand corner of each question were used, in a similar way to the paper form.  These reverse print numbers were repeated for instructions where respondents were asked to refer back to previous questions.  This provided a strong navigational guide for respondents and replicated the way questions were presented on paper forms.

Help

Access to on-line Help information was available through "Help" buttons placed on lower right of each question region.  This position was chosen because it was located close to the scroll bar, and was therefore visible to the respondent if needed, yet did not interrupt a respondent's navigation through the questionnaire.

Single scrolling page:

Forms were presented in a single scrollable page format, rather than as multiple pages.  This allowed respondents to easily check previous answers and refer back to earlier parts of the questionnaire.  This design feature helped prevent context problems from occurring (people getting confused about the connections between different items) and so was particularly useful where there were series of questions relating to the same topic.  This format also made it easy for respondents to print and retain a copy of their responses.

Greying out of inapplicable answers:

Designers initially used a dynamic approach to question routing, where inapplicable questions "disappeared" from the screen when certain answers were selected.  However, usability testing showed that respondents were sometimes alarmed by the sudden change to screen and often felt "lost" or "displaced" within the form.  To solve this problem we introduced a "greying out" approach where the colour of inapplicable questions was changed to grey.  Further enhancements to this approach included the introduction of statements which appeared at the top of inapplicable questions informing respondents that they did not need to answer these questions due to their answer to a previous numbered question.  This allowed respondents to check their navigation and go back and self correct if they had made a mistake.  These statements were coloured grey to make them as unobtrusive as possible and avoid interrupting the respondent unnecessarily.

Hover-over translation:

For respondents completing forms in Mäori, access to an English translation was seen important in question comprehension, due to the formal language used in census for such things are government pensions and qualifications, which often didn’t have well known Maori language equivalents.  To solve this problem, a design feature was introduced where respondents could "hover over" Maori text with their mouse to see an English translation.  

Minimal edits / validations:

Although the ability to apply edits to validate data has been promoted as a distinct advantage of internet questionnaires, the design team were cautious about applying too many edits and validations as overseas research had indicated that too many checks and edits could lead to respondents becoming frustrated and abandoning the forms.  For that reason, checks and edits were limited to only those key fields normally checked by enumerators on a paper form.
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Same Questionnaire, Multiple Evaluation Methods—Do the Results Line Up?

Paul Beatty, National Center for Health Statistics, USA
Numerous methods are available to survey researchers to evaluate questionnaires.  Cognitive interviewing, one of the most common, relies on self-reports about thought processes, interpretations, and experiences to evaluate how well the questionnaire is performing.  Through vignettes, researchers use respondent reactions to carefully constructed hypothetical scenarios to understand nuances of their thought processes.  Response latency measures indicate how long respondents take to answer questions; these measures can be used as an indicator of the complexity of the response process.  All of these methods have some theoretical roots in cognitive sciences, yet they vary considerably in terms of assumptions they are based upon, the data they produce, and the manner in which data may be used to reach conclusions.  But when applied to the same instrument, would they point to the same overall conclusions about its strengths and weaknesses?  This paper will explore the rationales behind the various methods, discuss what was discovered using each, and explore what each did and did not accomplish in one application.  It will also consider the extent to which findings overlapped—and when they didn’t, attempt to explain why.

Recently, all three methods were applied to a questionnaire tested at the National Center for Health Statistics (NCHS).  This questionnaire is a screening instrument used to determine the eligibility of blood donors in the United States (i.e., it was not a survey).  Nevertheless, it is very “survey like,” including 47 questions on topics such as current health and medication usage, recent medical events that could affect blood safety (transfusions, grafts, transplants, etc.), risk behaviors, travel outside the United States, and the presence of diseases such as HIV, malaria, and others that could be transmitted through the blood.  The questions are all “yes/no” and varied considerably in terms of memory challenges, with some asking about recent single incidents and others asking about cumulative behavior over many years.  

As a first step, the questionnaire was reviewed by methodological and subject matter experts.  Then the instrument was tested with three rounds of cognitive interviews designed to challenge the questionnaire in different ways.  Participants in the first round had never donated blood before but were eligible to do so as far as they knew.  These were “naïve users” who brought minimal experience to their interpretations of the questions.  Participants in the second round had actually been deferred from an attempted blood donation in the past.  The rationale for including this group was to obtain greater response variety, as most people would be likely to answer “no” to most of the questions on the instrument.  Participants in the third group were younger and less educated, chosen under the assumption that they would be the most likely to misunderstand the questions.


Since the questionnaire is self-administered in practice, we asked participants in the laboratory to fill it out completely on their own first.  When they finished this task, NCHS staff members conducted debriefings with in-depth probes.  The probes were designed not only to explore participant interpretations of questions, but also to explore their experiences in detail in an effort to identify any errors (especially false negatives or under-reports of risk factors).  


The cognitive interviews uncovered several reporting errors that seemed attributable to certain characteristics of the questions.  For example, consider the question:  “In the past 4 weeks, have you had any shots or vaccinations?”  Although it seems straightforward, we identified several situations in which participants forgot to report shots (in one instance, a shot that was received only the day before).  Based on responses to probes, it became clear that vaccinations dominated participant recall, possibly at the expense of other shots.  We therefore recommended revising the question to read:  “in the past 4 weeks have you had any vaccination, or any other kind of shot,” which provides more emphasis on non-vaccinations and may facilitate recall.  


Cognitive interviews also discovered several questionnaire design features that were seen as illogical and confusing to participants.  For example, one question asked about both skin piercings and acupuncture; another asked about coming into contact with the blood of another person through wounds or needle-sticks.  Such clustering of concepts seemed economical to questionnaire designers but made little sense to participants—confused about the intent of such questions, they often second-guessed question meaning, considering only part of the question while answering. 


More generally, interviews yielded information about a number of potentially ambiguous concepts, including “having sex,” “coming into contact” with certain people, and even the meaning of “being in” certain places (e.g., if they made a delivery to a jail, were they “in jail?”).  Sometimes participants answered based on an assessment of whether they had been exposed to any risk, rather than reporting the literal truth.  Generally, false positives were more common than false negatives, but both errors reflected conceptual ambiguity that could be improved upon.


While useful, one problem with cognitive testing was that we could not fully explore the variety of circumstances that were relevant to the questionnaire.  Ideally, we would have interviewed at least some people who had all of the conditions mentioned on the questionnaire, especially those in ambiguous situations (i.e., where it is not immediately apparent whether their situation warrants a “yes” response).   The supplemental vignettes study attempted to compensate for this weakness through administration of hypothetical scenarios to research participants.  These scenarios covered situations that we did not see in the actual interviews, and that were designed to be deliberately ambiguous.  For example, one vignette read:  “Kim has a boyfriend who has used a needle to inject illegal drugs at least once.  They have not had sexual intercourse although they have had oral sex together.”  After participants read the vignette, we asked them to evaluate how “Kim” should answer the questionnaire item:  “In the past 12 months, have you had sex with anyone who has ever used needles to take drugs or anything else not prescribed by their doctor?” Other vignettes addressed situations related to feeling well, having shots, coming into contact with someone’s blood, and sexual contact.


In spite of our efforts to construct ambiguous vignettes, participants thought the “correct” response to each was clear:  almost uniformly, participants believed that the hypothetical respondent should answer yes.  Their reasoning was that responses should be based on pragmatic assessment of risk.  That is, in the example above, “Kim’s” behavior might or might not qualify as sex in other contexts, but since her behavior did entail elevated risk of exposure, she should answer yes for purposes of a screening questionnaire.  


It is difficult to say for certain how well these results line up with cognitive interview findings, as the vignettes addressed situations we did not observe in cognitive interviews.  Taking the vignette results at face value would suggest that respondents will be likely to err on the side of caution in reporting about ambiguous situations (something we observed from time to time with self-report responses as well).   However, there are several reasons to be cautious with such interpretations.  One obvious reason is that answering regarding vignettes does not draw upon autobiographical memory in the same way that self-reporting does.  The decision processes could be quite different.  Another concern is that even if respondents do adjust their responses from literal truth to include activities that they perceive as risky, respondents might make incorrect judgments regarding which behaviors are sufficiently risky to “count.”  But in general, the findings suggest that respondents may take into account a perceived purpose of the question in determining what to report.  In addition, the use of vignettes has advantages over other approaches to fill in gaps of observation, such as asking participants their opinion about the effectiveness of particular questions (are they qualified to make such judgments?)


The availability of video recordings made it possible for us to perform a third sort of analysis based on response latency—i.e., the time respondents spent answering each of the questions.  There is a precedent for using response latency as a survey diagnostic tool—for example, Bassili (1996) has suggested that longer response latencies are markers of difficult questions and unstable attitudes.  This study provides the opportunity to evaluate whether response latencies provide quantitative verification of the qualitative results already considered.  That is, are the questions with the longest latencies the same ones we flagged as questions with difficulties before?


Response latency measures for this study were quite imperfect.  They were captured the “old fashioned” way, using a stopwatch to measure time between the completion of questions.  There were also numerous complications including page turns, interruptions, and occasional questions to the interviewer (who generally tried to stay silent during completion of the questionnaire).  Most of these situations were dropped from the analysis.  This included situations in which respondents raised substantive inquiries about question meaning, but such instances were relatively rare.  


Quantitative data will be provided at the QUEST meeting, but essentially, questions flagged as having the most serious conceptual problems in cognitive interviews had fairly average response latencies.  The longest latencies were associated with questions that seemed to require more effort remembering, such as questions about cumulative time traveling.  In contrast, the shortest latencies involved questions that respondents could easily dismiss as irrelevant, such as “have you ever had Chagas’ Disease?”—not much thought is required to answer such questions.  Questions flagged as having conceptual problems most often fell in the middle.  This might suggest that participants did not spend much time worrying about fine nuances of meaning.  Such mental effort is entirely optional when responding to a question.  In contrast, spending concentrated effort remembering whether something applied to them at all could be seen as necessary minimal effort required to provide an adequate answer.  

In that light, response latency is probably a better measure of cognitive effort than of “cognitive problems.”  Major cognitive/conceptual problems could have a serious effect upon the accuracy of some individual responses; however, these problems might have no impact at all upon most respondents, for whom the nuances are irrelevant.  For example, a question about “coming into contact with another person’s blood” might have considerable ambiguity for a small subset of respondents—but for most, the subtleties of judgment are irrelevant.  In contrast, a question about any travel outside the U.S. or Canada during the past three years was not very ambiguous, but required more time and effort on average than many other questions.

Finally, although median response times did not correspond neatly to cognitive and conceptual problems, individual response latency outliers were clear indicators of individual participants struggling with particular questions.  Such information could be useful for future testing efforts, especially if response latencies could be collected through a computer in real time.  For example, outliers could be flagged for particular attention in follow-up probing.  


In summary, it should probably not be surprising that the different evaluation methods did not provide exactly the same information.  Questionnaire testers and evaluators have often described alternative testing methods as complementary, and that seems to be the case here.  Rather than contradicting each other, the results combined to provide a multi-faceted picture regarding which issues and attributes of the questionnaire warrant closest consideration for additional developmental work.  Cognitive interviewing remains an excellent choice for identifying conceptual flaws with questions.  Vignettes might shed additional light on judgments in ambiguous circumstances, especially those that are not likely to emerge in a small sample of cognitive interview participants.  Response latency can provide a measure of the relative effort spent reading and responding to questions, which can flesh out the big picture even further.  

Updates on a Question Appraisal Tool: The Case against Indirect Rating Tasks
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Jack Fowler and Carol Cosenza

Center for Survey Research, UMass, Boston

Paper prepared for the QUEST 2005.

Introduction

For some time, we have been working on approaches to identifying question problems before cognitive testing so that obvious problems could be either flagged for evaluation during testing or, better yet, addressed before testing.  A version of a question appraisal form was presented at QUEST 2003.

In designing this tool, one of our goals was to have standards that did not depend upon the opinion of the rater.  So, we avoided guidelines such as “questions should be clear”, because clarity could not be unambiguously evaluated; it is somewhat in the eye of the rater.  We wanted to share two advances in our conceptualization of question problems that we think may expand its value.  

It has become clear to us that one primary source of ambiguous questions is the use of abstract nouns that refer to a class or events or activities.  What is included in exercise, news media, health providers, problems?  Although there certainly are other unclear words and concepts in questions, we think complex abstract nouns that are not defined are an identifiable problem can be reliably identified.

Our previous version also identified agree-disagree and true-false questions as potentially problematic. We have developed a more generalized form of that question standard: questions designed to assign a rating or place something on a scale that add a further irrelevant task to the question in order to evoke an answer.  Agree-disagree is just one of a number of ways in which question designers do this.  We think all such approaches, which we call “indirect ratings”, are potentially problematic.

The Appraisal Tool

The following is the current version of our Appraisal Tool.  The goal of creating it was to identify a set of question characteristics that that could be reliably coded and that have demonstrable adverse effects on ease of administration or data quality.  The material in bold type constitutes the proposed changes.

 SEQ CHAPTER \h \r 1SYSTEMATIC INSTRUMENT APPRAISAL
Comprehension Issues
C1)
Does the question have a reference period (time)?  This applies to any question for which the answer could reasonably be expected to vary from day to day, week to week, or month to month.  

C2)
Is the question hypothetical?

C3) 
Are there multiple questions being asked in a single question?  (Is the question multi-barreled?

C4)     
Does the question include an abstract noun that is not defined?

Retrieval of Information
R1)
Is the question cognitively complex?  Does the question require multiple calculations in order to answer the question?

R2)
Does the question contain assumptions about the respondent’s situation, or the way the respondent thinks about things, that are not necessarily true but that are critical to answering the question.

Formation of Answer
F1)
Does the question make the response task clear to the respondent; that is, is it clear what kind of answer is required, and at what level of detail, in order to meet the question objectives?

F2)
(If this is a fixed-response question)  Are the answer categories mutually exclusive and exhaustive?

F3)
DELETE: Is the question an “agree-disagree” question, or a variation thereon (such as true-not true)? 


REPLACE WITH: Does the question give respondents a task other than a direct rating to provide information about where something (an idea, experience, person, or institution) is seen to lie on some continuum?

Usability Concerns
U1)
Is the question fully scripted, including when and how to use any optional text?

U2)
Does the question end with a question?  (Are definitions and introductory phrases at the beginning of the question?)

U3)
Are there appropriate “skip” instructions so that respondents are asked to answer only those questions that apply to them?

U4)
Are the response tasks that respondents are supposed to use appropriate to the question that is asked?

The notion of flagging abstract nouns, nouns which designate a variety of more specific things, events or characteristics, seems fairly straightforward.  We plan to do some experimentation to see how reliably coders can agree on when such nouns are in questions.  

The concept of an indirect rating is perhaps less familiar, so we will elaborate on that in more detail.  

Many survey questions are designed to have respondents place their perceptions or evaluations on some kind of continuum.  The typical task is to ask respondents to choose the number or the adjective on the scale that best describes their assessment.

While evaluations based on a continuum from good to bad may be the most common, ratings can be made of promptness, ability, energy levels, or political conservatism.  In each of these cases and many more, a continuum can be defined and respondents can be asked where on that continuum they think something lies.  We will call questions like that “direct ratings”.


Direct Example: In general, would you say your views on national issues are very conservative, somewhat conservative, mixed, neither liberal nor conservative, somewhat liberal, or very liberal?

There is another approach to measurement that seems to accomplish the same thing.  We call this an indirect approach to rating.  The defining characteristic of questions like this is that the stem of the question itself defines a spot on a continuum.  Respondents are then asked how close that spot is to the way they see things.


Indirect example: Politically, do you consider yourself to have conservative views on national issues?

The alternative question can be answered with a “yes” or “no”.  Let us consider briefly what a respondent has to do cognitively in order to answer a question like that  First, the respondent has to decide where on the continuum from very liberal to very conservative to rate his views.  Then he has to calculate how close his rating is to “conservative”, the point on the continuum specified by the stem of the question.  Then, he has to evaluate the distance between the rating he would give and “conservative” and decide if they are close enough that he is willing to say they are the same (or close enough to the same to produce a “yes” answer.)

Researchers have taken the complexity even further by designing a variety of ways to scale how close the statement in the question is to the respondent’s perception of the true answer.  The most straightforward approach is to give those who are feeling uncomfortable with an unqualified “yes” response the option of giving a qualified answer:


Example a: Yes, Yes, to some extent, or No

With a little bit of rewording, a four-category response scale can be offered to respondents, such as: 


Example b: Completely true, mostly true, somewhat untrue and completely untrue

Finally, perhaps the most widely used response task is some variation on asking respondents whether they agree or disagree with some statement, using something like the following:


Example c: Strongly agree,  agree, neither agree nor disagree,  disagree, strongly disagree

We would assert that any and all of  these indirect approaches to getting respondents to locate their views or feelings on a rating scale are less satisfactory than asking them to do it in a more straightforward way. So compare the following:

Even though the first indirect alternative (yes/no) is simplified by having only two response options, it suffers from the cognitive complexity outlined above.  In addition to being easier for respondents to answer, the direct rating also provides much more information, sorting respondents into 5 categories, rather than only two. It eliminates an important source of error variance between respondents in how close to “conservative” their perception of the true answer has to be before they will say “yes”. Example b above does not address any of these issues.


How true would you say it is that your views on national issues are conservative—would you say completely true, somewhat true, somewhat untrue, complete untrue.

This version has all the problems noted in the examples above, plus  two other issues.  First, the scaling task becomes more problematic.  What is the difference between “somewhat true” and “somewhat untrue”.  It is easy to argue they are conceptually indistinguishable.  Thus, it is also easy to think that people giving either of these answers may be very similar, differing mainly in the way they use the response  alternatives.  Second, consider the person who thinks he is “extremely conservative”. In order to analyze the answers to example 3, it is necessary to assume that those who give “less true” responses are less conservative.  However, what if a respondent thinks that “conservative” understates his degree of conservatism.  If that respondent said “somewhat true” to indicate an imperfect match, those in that category would include those who were both more and less conservative than conservative, and there is no longer a clear order in the answers.   So, a further limitation of this indirect approach is that it is essential to place the point specified in the stem of the question at some extreme on the continuum in questions, so that demurring responses can be unambiguously interpreted as being in a particular direction.

Consider the statement that your political views on national issues are conservative.  Would you agree strongly, agree, disagree, or disagree strongly?

 All of the issues raised above apply to questions in the agree-disagree form. In addition, there are two other concerns.  First, it is difficult to pose agree-disagree alternatives that constitute a clear monotonic continuum.  The form of this example includes the concept of the strength of feeling about the agreement, as well as simply how close the statement is to the respondent’s view.  It is not clear that the “strongly” responses mean they are closer than simply “agree” to the respondent’s view, and it is common to analyze the results as a dichotomy: agree vs. disagree.  There are other forms of the response categories (for example, completely agree, somewhat agree, somewhat disagree, completely disagree), but they all raise problems of question at some extreme on the continuum in questions, so that demurring responses can be unambiguously interpreted as being in a particular direction.

A further concern is acquiescence.  It has been shown that some respondents are more likely to agree than disagree.  Those who are less educated or have less knowledge of the topic are particularly likely to show this pattern.  Acquiescence thus becomes another sources of error variance, something that affects answers that has nothing to do with the true answer to the question.

Thus, the built in cognitive complexity, the difficulty of creating meaningful monotonic scaling categories, which in turn limits the number of categories that can be used in analysis, and the introduction of acquiescence bias all should lead researchers to avoid indirect rating tasks and prefer direct rating tasks when designing questions.

Empirical results

Over the years, we have found a number of problems with these indirect measures in various kinds of testing we have done—both cognitive testing and behavior coding of pretests.  We will give three examples here.

One series of questions asked how likely people would be to sign up for recycling at various levels of cost to them.  The idea was to use the amount they would be willing to pay as a measure of their commitment to recycling.  However, cognitive testing revealed various problems with the underlying assumptions.  For example, those who did not pay for trash collection seemed confused by the entire framework of the question.  So did those who thought the city should pay them, or reduce their costs, not because they were not interested in recycling, but just because a city that is paid for recycled material should not be charging its residents.  Thus, the assumption of a direct relationship between willingness to pay for recycling and commitment to recycling proved to be ill-founded and a source of error in the answers.  They should have just asked people to directly rate how committed they were to recycling.

In a similar vein, teachers were asked how hard they wanted their union to work on a series of issues.  The assumption behind the question form was that respondents would consider the importance or need for change in each issue, then consider how likely it was that the union could affect a positive result, then arrive at their answer.  When we did cognitive testing, however, we found that respondents could not deal with the two-step process the question design implied and required.  Most simply ignored the issue of what was an appropriate role for union action and just rated their own sense of the priority of the issue.  The questions would have been simpler if they had just asked for that kind of rating directly.

Finally, we compared an agree-disagree form of a series of three questions to a direct rating version of the same questions.

Version A. The more medical tests people get, the healthier they are.   Do you strongly agree, agree, probably agree, probably disagree, disagree, strongly disagree?

Version B: How big a role do you think medical tests play in keeping people healthy-- big role, a small role, or no role at all?

We then behavior coded pretest interviews, half of which used each version.  With respect to need for probing and repeating questions , the agree-disagree form of the question required probing 41% of the time versus 27% for the alternatives.  When the items were correlated with a summary question to evaluate construct validity, the correlation of the direct ratings were all higher than those of the agree-disagree form, .27 on average versus .05.

Conclusion

The results presented above are typical of the kind of results we routinely get when we look at indirect approaches to measuring things that could be directly rated.  One way to think of the problem is psychometrically.  For a direct rating, classic theory says the answer reflects the true score and some error term: 

x = t + ed

When the response task requires the respondent to also calculate something else in addition to the basic rating, reflecting the indirect task, the equation becomes:

X= t + ed + ei

Unless the indirect task is performed with complete consistency by all respondents, there will be more error in the measurement with an indirect task than with a direct rating—and our testing consistently shows that those indirect tasks tend to be particularly confusing and, hence, error prone.

So, based on these analyses, we believe we are justified in broadening the criteria in our appraisal form to try to flag all questions that use an indirect task. We are pretty convinced that researchers would almost always be better served by using a more direct rating form of a question. 
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1. Introduction

The EU-SILC (Statistics on Income and Living Conditions) was carried out in Finland for the first time in 2004. Data collection was integrated into that of the national Income Distribution Survey. Both the EU-SILC questions and questions from the national Income Distribution Survey were included in the questionnaire. A quality report will be made on the data collection, of which one part is laboratory testing. Consequently, a questionnaire testing made by Statistics Finland’s SurveyLaboratory was connected to the data collection, aiming to find out the functioning of the EU-SILC questionnaire and the quality of the data collected. 

Three different methods were selected for the testing: questionnaire appraisal made by an expert panel, behaviour coding made from interview tapes and written interviewer debriefing. The testing was made at the same time as the actual data collection, from January to May 2004. The questionnaire appraisal was made right at the beginning of January, the behaviour coding from February onwards as the field interviewers were recording the interviews, and the deadline for the interviewer debriefing was the end of May when the fieldwork ended.

The testing enabled evaluation of the quality of the collected data in addition to the assessment of the methods used by the laboratory. Because we used behaviour coding in the testing for the first time, it was interesting to examine what kinds of results it produced compared with methods more familiar to SurveyLaboratory. 

In order to examine what types of problems we can find out with the methods, their results should be somehow moulded into the same form. One way of condensing the testing results is to group them according to the factor causing the problem. Such analysis mode has been used both by Presser and Blair (1994) and by Forsyth, Rothgeb and Willis (2004) in their methodological comparisons. The framework used by Forsyth et al. is appended to this paper (see Appendix 1). I applied a similar analysis mode to the SurveyLaboratory methods. 

2. Implementation of the testing

Behaviour coding: In testing the EU-SILC questionnaire, the SurveyLaboratory employed the method of behaviour coding for first time. Nine field interviewers recorded a total of 41 interviews during the data collection in spring 2004. On the basis of the recorded tapes, the speech acts of the interviewer and respondent in the interview situation were coded and the results have been presented in a separate testing report (Kallio 2004a).

Expert panel: Four researchers familiar with using the questionnaire appraisal system took part in the questionnaire appraisal of the expert panel. The panel examined the questionnaire from the viewpoint of an imaginary household. The members of the panel took notes on the questions they found difficult and they were discussed in the group meeting. Based on the discussion I summarised the results into a testing report (Lehtinen 2004).

Written interviewer debriefing: Interviewer debriefing was gathered from 20 field interviewers in writing. It was asked in the questionnaire to provide question-specific feedback on the problems arising in the interviews. The results given in the debriefing form have been collected together and reported in a separate testing report (Kallio 2004b). 

Due to the high number of questions the whole questionnaire could not be reviewed in the expert panel’s questionnaire appraisal, but some of the questions had to be excluded from the testing. Instead, almost the entire questionnaire was handled in the behaviour coding and interviewer debriefing. In this methodological comparison the data examined are confined to those parts of questionnaire and questions that have been examined with all the methods. 

For the methodological comparison all three testing reports were inspected question by question. I coded the reported problems using the classification coding scheme of Rothgeb, Willis and Forsyth (2001). There was some problems that seemed to accumulate on the category other so I added to the classification a few categories I considered necessary. I named them: problems with proxies, the place of the question on the questionnaire, the question unnecessary for some respondent group. In other respects the classification follows the four-phase model of the question-answering process.  I made the coding on the basis of the testing reports from question-specific problem descriptions. For each testing report questions were given a code according to the problem it involved. An individual question got as many codes as the problems found in it. After studying and coding each testing report codes were combined into one data. I will next examine the results of the methodological comparison. 

3. Results

The comparison comprised a total of 175 questions from the EU-SILC questionnaire. In all, 515 problems were coded with different methods for the questionnaire. In the expert panel 157 problems were found, in the behaviour coding 173 and on the basis of the interviewer debriefing 185 problems. The method-specific averages were: the expert panel 0.9 problems per question, the behaviour coding 1.0 and the interviewer debriefing 1.1. All methods were found to involve a high number of problems, but the interviewer debriefing was the most effective in that respect. 

The number of questions assessed unproblematic with all methods was 17 (9.7%) and such questions that were appraised as problematic with all methods numbered 83 (47.4%). Thus nearly one half of the questions were identified as problematic with all the testing methods.

3.1. What kinds of problems were detected?

It is more interesting to examine the types of problems identified with different methods than the number of problems. For individual codes the results accumulated on four codes (difficult for interviewer to administer, undefined/vague term, high detail required or information unavailable, problems with proxy answering). In all, 53.4 per cent of all problems were recorded on these codes. 

In addition to the frequencies describing the use of individual codes I studied the problem types on a less detailed level of the classification, which describes the phases of the question-answering process (comprehension and communication, retrieve from memory, judgement and evaluation, response selection and other).

Examined by the method, Table 1 shows that clearly the most problems belonging to the category comprehension and communication were identified with each method. In the behaviour coding the next highest number of problems were placed in the retrieve from memory category. In the expert panel and interviewer debriefing the second highest number of problems concerned the category other, but percentages in the category retrieve from memory were also high. The high percentages of the category other in all methods are explained by the large number of problems with proxy answering found in all the methods. Problems of the judgement and evaluation and response selection type were present considerably less compared with other sections. In the main, the results are analogous with the study of Rothgeb et al. (2001). 

Table 1. Distribution of problems (in percentages) according to the question-answering process division in different methods 

	
	Expert panel
	Behaviour

coding
	Interviewer debriefing

	Comprehension and 

communication
	52.2
	49.1
	49.7

	Retrieve from memory
	10.2
	23.7
	16.8

	Judgement and evaluation
	6.4
	6.9
	7.6

	Response selection
	2.5
	4.0
	5.4

	Other
	28.7
	16.2
	20.5

	Total
	100
	100
	100


3.2. Uniformity of the results between different methods

The problems in the questions were classified after the coding so that an unproblematic question received the value 0, a question with one problem the value 1 and a question with more than one problem got the code 2.

In the examination of these ”problem indicators” it was found that the problematicity of the questions was not quite unanimous between the methods. For example, 34.9 per cent of the questions were completely unproblematic in the expert panel, 27.4 per cent in the behaviour coding and 24.6 per cent of the questions in the interviewer debriefing (Table 2).

Table 2. Problematicity of questions with different methods (in percentages).

	
	Expert panel
	Behaviour coding
	Interviewer debriefing

	No problems
	34.9
	27.4
	24.6

	Some problem
	44.0
	50.9
	50.3

	Several problems
	21.1
	21.7
	25.1

	Total
	100
	100
	100


Based on cross tables, the results of the behaviour coding confirmed the results of the expert panel to some extent  (Table 3). The small frequencies of the left bottom cell and the right top cell (n=4 and n=8) of the table indicate the uniformity of the results. Questions identified as unproblematic with one method and very problematic with another were few. However, the frequencies of the questions found to have some problem with one method and no problems with another method were considerably higher.

The results of the behaviour coding and interviewer debriefing are somewhat more clearly analogous (Table 4). Consensus was highest in the questions where some problem had been identified with both methods (n=53). In cases where several problems had been found in the question and none with another the frequencies were low (n=3 and n=4). 

In the results of the expert panel and interviewer debriefing there were more questions assessed as unproblematic with both methods than between the other methods (Table 5). The uniformity of the results is also visible as low frequencies in the same conflicting places as in the cross tables discussed above (n=6 and n=4). In contrast, there is more dispersion for the questions considered problematic with both methods. In addition, there are many questions that were regarded unproblematic by the expert panel but which according to the interviewer debriefing had some problem. 

Table 3. Problems identified in behaviour coding by expert panel (frequency of questions)

	
	Behaviour coding
	

	Expert panel
	No problems
	Some problem
	Several problems
	Total

n

	No problems
	23
	30
	8
	61

	Some problem
	21
	41
	15
	77

	Several problems
	4
	18
	15
	37

	Total n
	48
	89
	38
	175


Table 4. Problems identified in behaviour coding by interviewer debriefing (frequency of questions)

	
	Behaviour coding
	

	Interviewer 

debriefing
	No problems
	Some problem
	Several problems
	Total

n

	No problems
	26
	14
	3
	43

	Some problem
	18
	53
	17
	88

	Several problems
	4
	22
	18
	44

	Total n
	48
	89
	38
	175


Table 5. Problems identified in expert panel by interviewer debriefing (frequency of questions)

	
	Expert panel
	

	Interviewer 

debriefing
	No problems
	Some problem
	Several problems
	Total

n

	No problems
	28
	11
	4
	43

	Some problem
	27
	40
	21
	88

	Several problems
	6
	26
	12
	44

	Total n
	61
	77
	37
	175


3.3. The model of the question-answering process as the framework of the problems identified 

The classification of the problems was based on the model of the question-answering process, but the classification also included a specific place for coding the problems outside the question-answering model. Most of the problems identified with the method can be placed in the classification according to the question-answering model. Clearly the most of the problems found with all the methods were the type of comprehension and communication (52.2 per cent in the expert panel, 49.1 per cent in the behaviour coding and 49.7 per cent in the interviewer debriefing). 

In the classification the codes describing interviewers’ problems were placed under the heading communication and comprehension. The conventional cognitive model of the question-answering process does not include the interviewer’s role as the presenter of questions, but only focuses on describing the respondent’s processes. In my view this has been a great deficiency earlier, so the solution of Forsyth et al. (2001) seemed to be a natural and workable extension to this one-sided model.  

The inadequacy of the question-answering process model in taking account of all the problems in the questionnaire is illustrated by the high number of problems recorded under other. Of all identified problems 21.6 per cent had been entered in this category (in the expert panel 28.7 per cent, in the behaviour coding 16.2 per cent and in the interviewer debriefing 20.6 per cent). Problems were especially placed under problems with proxy answering. 

The EU-SILC survey is interested in the situation of the household and therefore in the interview very much information is asked from one household member about the other household members. It would be an ideal situation if all household members were present to answer to the questions concerning themselves, but very seldom the situation is like that. In addition, data collection as a telephone interview lowers the possibility for changing of the respondent in the middle of the interview, even if other household members were available during the interview. In the expert panel the problems with proxy answering were already anticipated (10.2 per cent of the expert panel problems) and the behaviour coding and interviewer debriefing further supported this assumption (11 and 17.3 per cent). 

4. Discussion

(Will be written later.)
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APPENDIX 1: CLASSIFICATION CODING SHEME (Forsyth, Rothgeb & Willis, 2004)

COMPREHENSION AND COMMUNICATION


Interviewer Difficulties



1. Inaccurate instructions (move to wrong place; skip error)



2. Complicated instructions



3. Difficult for interviewer to administer


Question Content



4. Vague topic/unclear Q



5. Complex topic



6. Topic carried over from earlier question



7. Undefined term(s)/vague term


Question Structure



8. Transition needed



9. Unclear respondent instruction



10. Question too long



11. Complex or awkward syntax



12. Erroneous assumption



13. Several questions


Reference Period



14. Reference period carried over from earlier question



15. Undefined reference period



16. Unanchored or rolling reference period

RETRIEVE FROM MEMORY



17. Shortage of memory cues



18. High detail required or information unavailable



19. Long recall period or long reference period

JUDGEMENT AND EVALUATION



20. Complex estimation, difficult mental arithmetic required, (Guessing or heuristic estimation 



      may be likely)



21. Potentially sensitive or desirable bias

RESPONSE SELECTION


Response Terminology



22. Undefined term(s)



23. Vague term(s)


Response Units



24. Responses use wrong or mismatching units



25. Unclear to R what response options are


Response Structure



26. Overlapping categories



27. Missing response categories

OTHER



28. Problems with proxy answering



29. Question order



30. Question not applicable to some respondent group



31. Something else

Building Experiments into Cognitive Testing: An Example

 SEQ CHAPTER \h \r 1EXPANDED ABSTRACT

Carol Cosenza & Jack Fowler

Center for Survey Research, UMass Boston

Paper prepared for the QUEST 2005
Background:  

The Consumer Assessment of Health Plans (CAHPS) is a family of survey instruments designed to capture peoples’ experiences with obtaining medical care.  The instruments have been used for people with both public and private insurance.  Over the years, the survey has been modified and tailored to meet the needs of specific populations, such as those with End Stage Renal Disease (focusing on care in dialysis centers) and children (to be answered by a guardian).  In general, the CAHPS instruments are primarily geared to people who are ambulatory.  Yet, many people on public insurance (Medicaid and Medicare) are living in nursing homes.  That fact raised  the question of whether or not CAHPS instruments could be adapted to capture the experiences of those in nursing homes.  A pilot effort was launched to develop and evaluate survey instruments that might be appropriate for use in nursing homes.  

Focus groups were conducted with nursing home residents and with family members of nursing home residents.  Building on the focus groups and instruments used by others in nursing home settings, as well as building on the core CAHPS instrument itself, a survey instrument was designed.  The next phase of the project was doing cognitive interviews with nursing home residents using this instrument.   

In total, during the first round of cognitive testing, 52 interviews were completed in 5 different nursing homes by 3 different survey organizations.  All three organizations found similar results.  Almost half of the respondents had trouble answering the questions. The instrument was fairly traditional and asked for reports about how often certain things happened and for ratings about how they felt about things.  However, interviewers felt that many respondents were not able to provide meaningful answers.


EXAMPLES  from ORIGINAL INSTRUMENT 

	In the last week, how often were you given enough time to finish your meals?

[  ]  Never

[  ]  Sometimes

[  ]  Usually


  [  ]  Always

How often do you have trouble understanding the nurses’ aides and other staff when they talk to you because of the way they speak your language?

[  ]  Never


  [  ]  Sometimes

[  ]  Usually


  [  ]  Always

During the day last week, was your call light answered promptly?

[  ]  YES

[  ]  NO


  [  ]  DID NOT USE CALL LIGHT


We found that the key problems were that respondents had difficulty summarizing across people and across time, and that it was almost impossible for respondents to focus on a particular time period.

THE EXPERIMENT

At that point, we decided to combine a complex experiment with cognitive testing.  We realized that until we could figure out what type and form of question most nursing home residents could answer, there was no need to worry about the content.  We determined that there were 3 key features that could vary in questions to measure nursing home experiences:

1. 
 Type of questions:  reports vs. ratings

2.  
Time period that is asked about:  yesterday (or today) vs. past week (last 7 days) vs. non-specific present

3. 
Type of response task

A.
Reports:  yes/no vs. frequency report with adverbs (always-never) vs. # days vs. days-based frequency task (ever days, some days, no days)


B.
Rating:  ordered adjectives (excellent-poor) vs. change answers (such as “ok; could be a little better, could be a lot better”) vs. numbered ratings (0-10)

The experiment involved taking a few questions and developing alternatives that varied all the question characteristics listed.  Then, these variations were administered to a sample of nursing home residents, who were questioned about how they understood the questions and, most important, how they arrived at their answers.  The goal was a systematic test of how we can get information from people who were cognitively challenged.  By creating a taxonomy of possible options, we were able to test many different ways these kinds of questions can be asked.  Table 1 shows an example of the different questions that could be asked about one concept. 

Two additional rounds of cognitive testing yielded clear results about how best to get meaningful answers from a population that has severe cognitive difficulties.  The first round focused on figuring out the best question type and time period.  

Asking about “yesterday” did not work well because it provided a very limited basis for respondents to report about.  The “past week” was  also problematic, since we again found that respondents had difficulty summarizing over time and focusing on a specific reference period.  The non-specific present (asking about how are things going now) provided the most reliable responses.  As we found in the initial testing, this experimental round proved that summarizing was very cognitively complex for respondents and in general was not a task they did well.  Thus, ratings were easier than asking for reports, since it did not rely on the respondent having to summarize their experiences.  Knowing which format seemed to work better, we refined our testing for the second round and tested various types of response tasks (including numbered ratings vs. comparative evaluations).

Our results showed that the best form for questions for this population (nursing home residents) was to ask ratings in the non-specific present and a 0-10 rating scale.

EXAMPLE: 
Use any number from 0 - 10 where 0 is the worst it can be and 10 is the best it can be.  What number would you use to rate how comfortable the temperature in the nursing home is?

CONCLUSIONS

- The taxonomy we developed for testing encompasses most of the possible variations in how to get people to describe their experiences.  Considering all the ways in which a concept could be asked about, is a tool that could be used in almost any setting.

-  The idea of testing multiple variations of one or two questions might be a useful exercise in deciding on the best form in which to ask questions to a given population.  If researchers are worried that the question form itself might influence how the question is answered, it may be worth spending the time to test various question formats before testing content.  When working with special  populations, tailoring the task to what the population can do best is as important as asking about the correct concept and using the correct vocabulary.

Table 1:  Possible variations for “staff comes quickly when called” concept.

	
	TIME PERIOD

	
	One Day (Yesterday/Today)
	Week (Last 7 days/Last week)
	Non-specific Present

	REPORTS

	Yes/No
	Yesterday, did someone come quickly when you called for help?
	In the last week, did someone come quickly when you called for help?
	Does someone come quickly when you call for help?

	frequency report with adverbs 

such as:  Always to Never
	Yesterday, how often did someone come quickly when you called for help?
	In the last 7 days, how often did someone come quickly when you called for help?
	How often does someone come quickly when you call for help?

	days-based frequency task

such as:  1)How many days? or  2) Every days, most days, some days, no days)
	--NOT POSSIBLE --
	In the last 7 days,  on how many days did someone come quickly when you called for help?
	How often does someone come quickly when you call for help?

	RATINGS
	
	

	ratings with adjectives 

such as:  Excellent to Poor
	Yesterday, how would you rate how quickly someone came when you called for help?
	In the last 7 days, how would you rate how quickly someone came when you called for help?
	How would you rate how quickly someone comes when you call for help?

	comparative evaluation

such as:  1) needs no improvement, needs a little improvement, needs a lot of improvement or 2) ok; could be a little better, could be a lot better
	Yesterday,  how would you rate how quickly someone came when you called for help?
	In the last week, how would you rate how quickly someone came when you called for help?
	How would you rate how quickly someone comes when you call for help?

	numbered ratings 

such as: 0 to 10 (Use any number from 0 to 10 where 0 is the worst possible and 10 is the best possible. )
	What number would you use to rate how quickly someone came when you called for help yesterday?
	Thinking about the last week, what number would you use to rate how quickly someone came when you called for help?
	What number would you use to rate how quickly someone comes when you call for help?
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Problems with cognitive testing in multicultural surveys 

Gunilla Davidsson & Birgit Henningsson

1
Cognitive testing

We would like to continue the discussion from the last QUEST meeting about problems in large surveys conducted in many countries (most often developing countries) by international organizations (most often). Since our last QUEST-meeting in Mannheim Birgit and Gunilla have continued to think about and to be reminded of problems with using either a literally translated or a harmonized questionnaire in many countries. Last autumn the Measurement Lab at Statistics Sweden was contacted by WHO for an expert review and a cognitive testing of their new health survey among elderly (55+) people (SAGE). The cognitive testing were conducted in South Africa and in Vietnam, kindly assisted by Margie Schneider and Duong Huy Luong. Gunilla is the Swedish delegate in Washington Group where the work with presenting a few “global” questions on capturing disability now have come to a point where cognitive testing ought to be an important task. (See Kristen Miller’s paper). The work with harmonized surveys within Eurostat is also continuing. Birgit has had a new course on ‘How to conduct a Statistical Survey’ in Kosovo.

1.1
SAGE - The cognitive follow-up interviews to assess the respondents’ impression of the interview and cognitive reactions to specific questions 

Our prime task was the expert review, but we were also asked to conduct a cognitive test as cheap as possible. Since we have old contacts in Vietnam and South Africa we suggested to WHO to ask them if they were interested in taking part – and they were. We had very little time and, as already said, almost no money to spend. That’s why we conducted a “budget version” using our standard cognitive testing as a model. A very short written introduction (see Annex) and the draft SAGE-questionnaires were sent to the participating parties. 

Below is a short summary of the results:  

Most of the 10 interviews - household + personal questionnaires - lasted 2 to 2,5 hour, but the time consumption ranged from 1 hour 40 min to 6 hours. Two additional parts were not included in the testing: one part based on vignettes and finally a number of biomarkers. Even with these two parts left out the general impression of the questionnaires were unanimous in both South Africa and in Vietnam – the interview was too long! Respondents added sentences like “I’m too old to cope” or “the concentration goes away” or “I was even feeling sleepy and exhausted”. A 74 years old lady said “the problem is that the questions ask about things we cannot remember well, the memory is not too good when you grow older”. The interviewers in South Africa wrote that they found the questionnaires too long for old people. Even if the respondents were cooperative the length of the questionnaires put a lot of strain on them. The respondents asked for shorter or longer breaks during the interviews. On the whole the questionnaires would be more interesting if made shorter. One of the interviewers also pointed out that elderly people do not feel comfortable being asked about sexual matters, particularly when asked by someone younger. 

Problematic questions were discovered, which needed to be discussed more. We presented suggestions based on our experience on what tends to cause poor data quality or be a heavy part of the response burden. Our suggestions did not take into consideration the subject matter motives since we had no knowledge of how the results were going to be used.  

Examples of questions found to be difficult to answer by the respondents:

Income - four of the five respondents in South Africa had problems differentiating between household expenditure and sources of income (household questionnaire) and own expenditure and sources of income (individual questionnaire). If they knew something, it was on how much money was spent in the household, but they could not account for sources of income - “I don’t know money, I did not go to school”.  The layout also “invited” to a mix-up of figures per month and per year, which cannot be discovered afterwards by logical controls. The interviewers have noted down in the margins that they had to explain the questions, which is “dangerous” – interviewers tend to give different explanations.

Household expenditure: The interviewers found some examples of contradictions between the answers to questions about household income and questions about household expenditure. In Vietnam the respondents could give an answer for the total amount (last 4 weeks), but could not split the spending. 

Health status: Three sections all dealt with the respondent’s health in using different existing batteries of questions with almost similar questions, which caused a lot of trouble and confusion. The phrasing of the existing battery Physical Activity (GPAQ) entails a risk of poor quality among the very old and those who have mobility problems or are bedridden. 

Delicate questions: Some respondents were very hesitant to answer questions they found very personal, like going to the toilet, sex interest, cognition etc. and the question about visiting people of other race.

Cultural questions: One question asked about the opinion on health care services in the country. In South Africa respondents compared the services between private and public (“white” and “black”) hospitals when answering and gave opinions about public hospitals.

Exact numbers/times: Only the “youngest” of the respondents had no problems with answering the questions asking for exact numbers/times. The other respondents found it hard to remember all these things. To questions like ‘How many years have you lived in this dwelling’ the respondent gave answers like “more than 20 years” , “about 10 years”, “not sure”, “many”, etc. Questions were even left unanswered because the respondent could not count, “many times”. Sometimes the problem to find the right number made the respondents change their answers over and over.

Unfortunately we didn’t have neither time nor money to a proper testing the way we would have liked to perform it. But still it was an interesting and rewarding experience. 

1.2
Cognitive testing in Kosovo

The mission to the Statistical Office of Kosovo (SOK)  and the Department of Agricultural, Forestry and Rural Development (DAFRD) was carried out during 11 – 22 March 2002. The mission purpose was to teach how a statistical survey is done.

The purpose of the course is to present and carry out all phases of a survey in the proper order. In particular the course demonstrates how the diffe​rent phases of a survey are connected. In order to present the full picture, we usually do a small scale survey during the course. The statistical theory and practical problems are discussed in the light of this actual survey. In the case of Kosovo we already had a survey to work with, the Survey of Agricultural House​holds 2001. Consequently we had to do things the other way round and start from the questionnaire and make the variable/indicator listing and tabulation plan afterwards. We were lucky that one of the facilitators had worked in Kosovo and analysed the tables in 2001 (without any prior tabulation plan). Accordingly we knew a lot about which questions had been working and which had not. In the course we ended up with a new draft questionnaire and a draft tabulation plan for the next round of the Survey of Agricultural House​holds. The new draft questionnaire was tested on seven respondents belonging to the target population. Several of the participants had their doubts about this new draft questionnaire, but after the cognitive testing and the revisions they were all convinced about the advantages of the new questionnaire. Each interview with the draft questionnaire took about 20 - 30 minutes – compared to 2001 when the average was two hours.

1.3
Cognitive testing in Cambodia

Statistics Sweden provided technical assistance to the National Institute of  Statistics (NIS) in Cambodia before the implementation of the Socio-Economic Survey (CSES) which took place in 2003-2004. A pilot survey was carried out in May and made use of the questionnaire and corresponding manual that had been designed and worked out by a consultant from Statistics Sweden in cooperation with the NIS and PMATU staff. In order to ensure that the methods to be used in the field work by the interviewers were following what is considered as best practices, it was decided that training directed to core staff and supervisors would be conducted with the assistance by experts from Statistics Sweden. To advice NIS and PMATU core staff in best practices in interviewing. About 25-30 persons attended during two weeks training. During this training of the future trainers we wanted to test the questionnaire cognitively. A trip to a village not far from Phnom Penh was organized. We were 33 persons in four minibuses. We worked in groups with one interviewer and one observer. One test interview in the morning and one in the afternoon were conducted.

The cognitive testing gave us a lot of experience about the questionnaire. After this practice in the field the participants agreed on the need for improvements. And they also got a better understanding of how it is to work as an interviewer in their country. 

2
Cognitive problems in harmonized surveys in Europe

More and more surveys launched by Eurostat are conducted under a Commission Regulation , which means that all 25 member states implement a harmonized survey within the same time frame. Eurostat is responsible for a reference questionnaire in English and the countries for the harmonization according to certain rules. This isn’t an easy process! The first and most important task for Eurostat and the Member states is of course to decide if suggested variables/indicators are able to harmonize or not. Translation into almost 25 languages is another big problem. Eurostat has spent a lot of time and money on a very ambitious project about how this will be done. The new translation procedure will be used for the first time in launching an European Health Survey 2007. As an assistance aid in the implementation the member states have a special web place for discussion etc. But the problem is that no one is ‘responsible’ for questions and answers – let us give you an example: One member state is having problem with a question about limitation according to health problems, especially with the expression “activities people usually do”. Another member state gave this answer:  

Point 3 of the note expresses concern about the wording “activities people usually do”.
I agree that there are problems with this wording. From what I can ascertain, this form of wording
is out of date (it was used, for example, in the xxxx Census of 1991) and has been replaced by
wording along the lines of “activities you usually do”. The latter form is used in both the latest
xxxx Census and the Health Survey of xxxxxx. It is also adopted by many other countries [see p55 of
Eurostat publication (2003) ‘Health in Europe Results from 1997-2000 Surveys].
By asking the respondent to compare their activities carried out during the last six months with
activities they usually do, the respondent needs only to consider personal experience and they do
not need to conceptualise their experience within a framework of what other people can/cannot do.
In short, the potential problems which xxxx alludes to can easily be avoided by a simple change
to the wording.

To us the first person is getting the advise to change the wording into quite another question which has nothing to do with “what people usually do”. If for example these two member states (and maybe some others after reading the conversation) use the definition above and the rest of them the question proposed by the reference questionnaire – then what about the comparison and harmonization? 

The reference questionnaire is made up by (what is supposed to be) validated questions and well defined concepts (if possible). SF36-questions about psychological distress and well-being are often used, but they do not have any defined concepts. A lot of countries in Europe (even UK!) ran into big trouble when translating the true meaning of questions like: ”Did you feel full of pep? Did you have a lot of energy?” and “Have you felt so down in the dump, nothing could cheer you up? Have you felt down-hearted and depressed?“ and “Do you feel worn out? Do you feel tired?”   

To many of us we don’t have any corresponding expressions to all of these American expressions in our languages and will partly get two questions more or less identical in wording since we don’t get guidance by any definitions. 

Our third example is the very often used question on self-perceived health (How is your health in general?), where the middle answering category (of 5) is ‘fair’. But one member state wanted to have a better description or explanation of ‘fair’ since in that country the common perception of ‘fair’ was more like ‘quite good’ than ‘rather bad’. The solution Eurostat offered was a change to ‘neither bad nor good’, which we find even worse –is it really possible to have a health that is neither bad nor good?

The last example is more about ‘working manner’ in Eurostat. Each country has the travel expenditures charged by Eurostat for one participant. (Additional participants are charged by the member states). This means that most often the participants have some more or less leading position at home but very seldom experience of question design, which our last example shows. 

In one survey a question was needed on what possibilities people have to meet unforeseen economic problems. The first draft question was if the respondent could raise 1000 Euro in two weeks if needed. But the member states dismissed the question because of incomparability – 1000 Euro is not much money in Luxemburg but a fortune in Latvia! Next draft said: could the respondent raise enough money to repair or buy a new fridge if necessary. One delegate said that in her country it was very cheap to get a fridge repaired but very expensive to buy a new one. Another delegate told us that in his country it was just the opposite if you at all could find someone willing to repair your fridge. Eurostat’s solution to the problem was to suggest voting between the two concepts – fixed sum of money or replacement of some valuable goods. In the Nordic countries we already since many years have questions about meeting unforeseen economic problems in our national surveys and tried to ‘promote’ those. Our idea is to ask if the respondent can come up with a sum which corresponds to a low monthly salary for a “blue collar work”. This sum will of course differ from country to country but still it will be comparable. It’s been hard to try to convince Eurostat and all the delegates that this is the best way to get comparability.        

These were just four of a number of problem we face daily when trying to harmonize surveys in Europe.

3
Questions about disability, Washington City Group

Washington City Group is now on the edge of presenting a common set of  questions about disability to be adopted in censuses and surveys around the world. Hopefully as many countries as possible will be able to do some cognitive testing before promoting the questions. 

At first we had in our minds also to talk a little about problems with cognitive testing in connection with the work of the Washington Group, but luckily Kristen Miller knows much more about that. 

Discussion

Our ambition with this paper is once more to strike a blow for more lobbying about the importance of cognitive testing in multicultural surveys. 






Appendix 

Instructions for Testing SAGE Questionnaires

A
Explain the purpose of the interview to the respondent and emphasis that it is the questionnaire and not the respondent that is to be tested and the answers will be treated confidentially.

B
Introduce how you will work. First you will ask all questions in the original questionnaire. Afterwards there will be some more questions about the interview itself, about problems (if any) and about specific questions .

C
While you are making the interview:


- 
 Note the starting time of the interview 


- 
Note down in your own questionnaire the respondent’s comments and behaviour (being annoyed by a question, asking for clarification, hesitating or chan​ging an answer, pondering a very long time before answering a question, etc.)

- 
Note the time when the interview is completed

D

After the original interview you introduce the follow-up interview. Emphasise again that it is the questionnaire and not the respondent that is being tested and that any problems he/she reports about the questions or any comments he/she has are of the greatest value to us. 

”There are no right or wrong answers. What we want to know is how you personally experienced the questions and if you had any problems.”

Throughout this follow-up interview you strive at noting the respondent’s answers as literally as possible avoiding your own interpretations or vocabulary. 

Ask what she/he thought of the preparatory information and note the answer. 

Ask about the respondent’s general impression of the questionnaire. Write down the answers.

Ask if there were questions she/he had problems with or questions she/he wants to comment on. Any sensitive questions? Difficult questions or anything else?

Ask follow-up questions based on your notes during the original interview (i.e. your observations).

Specific questions: Ask the respondent if and how she/he managed to differentiate household expenditure and  sources of household income (the household questionnaire) from the person’s own expenditure and sources of income (the individual questionnaire). 

Ask if she/he had any problems with answering with exact number/times in several questions. If yes, which questions and how did the respondent “reason” before coming up with an answer.

Ask if the respondent found some questions to be similar. Which ones? Did she/he give the same answer to those questions? If changed: Why?

Ask if the respondent had trouble understanding some of the words the questions about chronic conditions and diseases. Did she/he give an answer even if she/he wasn’t quite sure about what was asked about? 

When the follow-up interview is finished note the time and thank the respondent for her/his kindness in helping us constructing a better questionnaire.

E

Summarize your comments!

Multi-National Cognitive Testing: Development of an interview protocol for conducting comparative analyses of question-response problems …AND an interesting proposal to the QUEST group
Kristen Miller

This presentation will describe a cognitive interviewing project sponsored by the United Nations Statistical Commission to test disability-related questions to be used internationally on national censuses.  The presentation will first articulate both the practical objectives of the project (to produce good survey questions for a global effort) and the research-related objectives of the project (to examine the impact of socio-cultural phenomena on the question-response process). Brief discussion will also focus on the type of cognitive interview data required to conduct comparative analyses for both practical and theoretical gain as well as present the challenges to collecting such data among disparate economic and cultural contexts.  

The majority of the presentation, however, will focus on the interview protocol itself that was developed to evaluate six specific disability questions.  The interview guide consists of the 6 core questions followed by probe questions designed to illustrate 1) whether core questions were administered with relative ease, 2) how core questions were interpreted by respondents, 3) the factors considered by respondents when forming answers to core questions and 4) the degree of consistency between core question responses and respondents’ functionality.  The protocol investigates these four dimensions for both self-reporting and proxy-reporting responses.  Demographic and general health questions are also included to provide insight into whether the questions work consistently across all respondents, or if nationality, education, gender or socio-economic status impact the ways in which respondents interpret the question or other aspects of the question response process.

Project organizers have requested that QUEST become involved in the cognitive testing portion of the project, specifically because we are an internationally-representative group with specialization in cognitive testing and question evaluation.  QUEST members can become involved on various levels of commitment, for example, by providing comments on the protocol, making suggestions regarding the overall project, or (my greatest hope of hopes) conducting a few pilot interviews in your own country.  
Cognitive interviewer protocol:

Behavioural coding (2 aspects)

Open ended follow up question

Cognitive follow up probes

Functioning follow up probes


[image: image3]  

This model is very similar to the one used in the response burden project. In statistical surveys, however, it is important to recognize that this individual process is repeated. And if the cognitive process is not skewed, the result may be perfectly all right. 
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Methods for the development, translation, and pretesting of survey questions across cultures, and across language, are undergoing significant evolution (Gerber, 1999; Harkness, Van de Vijver, & Mohler, 2003; Johnson, 1998; Stewart & Napoles-Singer, 2000; Warnecke, Johnson, Chavez, Sudman, O’Rourke, Lacey, & Horm, 1997).  In particular, researchers are increasingly interested in determining the usefulness of pretesting and evaluation methods such as cognitive interviewing, behavior coding, and respondent debriefing (Willis, 2003).  It is not a simple matter, however, to apply these methods, as extension to multiple languages poses particular challenges in terms of staffing, analysis, and interpretation of results.  The current paper will summarize two projects that involve the application of cognitive interviewing.  The first of these was concerned with the details of conducting cross-cultural interviews; the second focused on the manner in which results can be systematically processed in a way that facilitates cross-cultural evaluation.

Study 1.  The Current Population Survey Tobacco Use Supplement:

Evaluation of Asian Language Translations 

A full description is provided by Kudela, Levin, Tseng, Hum, Lee, Wong, McNutt, & Lawrence, 2004.  In brief, the project required the evaluation of an instrument on tobacco use, originally developed in English, as translated to (a) Chinese (Mandarin and Cantonese), (b) Korean, and (c) Vietnamese.   The following sections describe each stage of the project, with mention of difficulties that arose, and solutions that were enacted.

Staff selection

Because Westat staff responsible for pretesting spoke no Asian languages, they created the position of “Survey Language Consultant” (SLC) for each of the three languages (the Chinese SLC was fluent in both Mandarin and Cantonese), to oversee cognitive interviewing activities, to contribute cultural insights relevant to the testing effort, to provide translation services as needed throughout the project, and to translate recruiting, data collection, and training materials.  Qualified SLCs were not numerous, and personal contacts produced the best candidates (e.g. the wife of a Westat employee’s husband’s friend -- a social worker who heads a local Vietnamese agency).  Although SLCs varied, as far as being local or at a distant location, the investigators found that that location had much less impact than did level of survey experience.  SLCs in turn hired two interviewers each, by spreading word of the openings through her extensive network in the Asian community.  Vietnamese interviewers were found to be especially difficult to recruit. 

Instrument translation

Translation received considerable attention:  As a quality control step, SLCs first reviewed the prior work of the initial questionnaire translators, and in order to reconcile differing opinions, Westat also hired a set of expert reviewers to arbitrate disagreements.  The SLCs found a much greater need for revisions than had been anticipated; in reviewing the translated instruments, they each reported that the translations were literal, resulting in questions that were sometimes too wordy or even confusing (Chinese and Korean teams suggested revisions to about 60 percent of the approximately 200 survey items, and translation revisions were even more extensive for the Vietnamese version). 

Materials preparation and interviewer training

The investigators spent a considerable amount of time educating the SLCs about survey development work, especially the purpose and uses of cognitive interviewing, in-depth discussions of how cultural issues may impact translation and data collection, recruiting techniques, supervising interviewers, and writing up results.  The SLCs’ main task related to the training was to prepare the interview protocols in their individual languages.  During this process, computer compatibility problems created a variety of unforeseen problems.  Cutting and pasting from a document saved in one language into a document saved in another language resulted in a variety of computer problems, perhaps because questionnaire document traveled through at least four different computers, including NCI, the translators, Westat, and the SLCs’ personal computers.  

The training itself was conducted primarily in English, but interviewers and SLCs practiced the role plays in their individual languages.  Overall, Westat staff felt this approach to be effective, but reported underestimating how difficult it is for those with no survey research background to grasp cognitive interview purposes, concepts, and techniques.  Most noticeably, interviewers and SLCs struggled to distinguish between survey items and cognitive interview probes.  In retrospect, it might have been better to increase training session to eight or ten hours, rather than six, and to equip interviewers with an in-depth understanding of why each survey item is being asked, as well as the purpose of each probe.  Overall, however, Westat staff felt that the best alternative would be to have the SLCs themselves to conduct the interviews, given that SLCs had much more exposure to survey methods and the survey itself over the course of several weeks as they prepared for testing.   This observation is consistent with the feeling within U.S. cognitive laboratories that interviews are best conducted by a cadre of experienced, long-term employees, as opposed to lower-level interviewers who are simply trained as needed to conduct interviews.

Subject recruitment 

SLCs initially expressed a variety of concerns related to recruiting and interviewing respondents:  All thought a planned $35 incentive would be too low to convince respondents to participate in an hour-long interview, and suggested the incentive be supplemented with small gifts such as fruit or cookies, particularly if the interview were held in the respondent’s home.  To find eligible respondents, the SLCs used a variety of methods, including flyers, newspaper advertisements, community events, and word-of-mouth, and personal contacts.  To one extent or another, these were effective, though more elaborate than the types required for usual (general, English-language) cognitive interviews.

Conducting interviews

All three SLCs oversaw completion of nine interviews, and five additional Vietnamese interviews were conducted in a second testing round.  Given the language barrier, Westat team members were not able to monitor interviews.  As an alternative quality control measure, SLCs participated in a telephone or in-person debriefing meeting after every second or third interview.  After the first few interviews, SLCs reported that respondents were impatient with the redundancy of the interviewers’ questions.  The investigators determined that interviewers were administering the probes word-for-word, regardless of whether respondents had already provided the information the probes were designed to elicit.  Further, interviewers were hesitant to deviate from probes, either by using their own words, or by following up unanticipated problems with unscripted probes.  

The researches initially had concerns about the consistency of cognitive interviewer behavior across languages, and to some extent problems in the area were observed.   In particular, based on debriefing meetings with the Vietnamese SLC, the Westat team experienced doubts about the quality of Vietnamese interviews.  At that time, the SLC suggested that Vietnamese speakers cannot understand true/false items because they are not posed as questions, and to remedy the problem, she recommended converting each true/false item into a question.  However, a Vietnamese-speaking Westat reviewer who was independently consulted felt that the true/false statements were clear and understandable.   In further reviewing the tapes, that reviewer discovered a variety of errors:  the probes and interviewer instructions had been mis-translated, and the survey itself was administered improperly.  For example, the series of true/false items were read with no pauses, so the respondent was not given an opportunity to answer each individual statement.  Further, interviewer instructions and skip patterns were sometimes read aloud to the respondents; survey items and probes were read using a monotone delivery, and probes were administered as if they were survey items rather than as needed.  Because of these problems, the Vietnamese interviews were considered unusable, and five more were conducted.  This finding speaks to the difficulty that English-only researchers may have in retaining appropriate control and monitoring with non-English cognitive interviews. 

For future cognitive testing in foreign languages, Westat staff recommended dividing the first round of interviewing into two sub-rounds.  The first sub-round would consist of three interviews, and after completion of these three, an expert reviewer would listen to the taped interviews and summarize any problems or issues interviewers encountered in administering either the survey instrument or the probes.  If needed, a remedial training would take place before proceeding.  

Problems identified through cognitive interviews

To analyze interview results, SLCs wrote a detailed summary of each interview, using a note-taking template to guide them.  For some items, detailed questions were asked to ensure that the issues of interest were addressed consistently across interviews and among the SLCs.  Overall, the following categories of problems were found (with illustrative examples):

A.  Translation errors:  

(1) When hearing the question that asked whether they had smoked 100 cigarettes, most Chinese respondents answered with some version of, “In one day?”  It was later determined that the phrase “in your entire life” was left out of the translation.  

(2) A Korean translation reversed the meaning of the response choices for the item read “Does anybody smoke cigarettes, cigars, or pipes inside your home?”  Translated back to English, the Korean version read, in essence “Is there not anyone smoking cigarettes, cigars, or pipes anywhere inside of your home?”  In Korean, the correct answer if no one smokes is “yes” (i.e., it is true that there is not anyone smoking cigarettes”). 

(3) In Vietnamese, most respondents interpreted the word “community” (“In your opinion, how easy is it for minors to buy cigarettes and other tobacco products in your community?”) as the Vietnamese people in general, presumably because the translation of “community” carries a political connotation.  The Vietnamese word for “neighborhood” was also problematic, as it implies that the respondent has a relationship with his/her neighbors.  The authors recommended translating the question to emphasize physical location: “In your opinion, how easy is it for a minor to buy cigarettes or cigarette products in the area where you are now living?”

B.  General problems (not culturally specific):

(1) When asked whether they would go to the store in a bad rainstorm for cigarettes, some Chinese subjects who said “no” indicated, upon probing, that they would never have to go out in a rainstorm, because they always buy enough cigarettes to ensure they do not run out, or would simply borrow from friends until the weather cleared up.  This did not appear to necessarily be associated with Chinese culture, however (and may relate more to the culture of smoking).

(2) Similar to previous (English-language) findings, some Chinese respondents did not think of themselves when answering whether anyone smokes inside their homes; the sponsor was encouraged to add “including yourself” or “including those who live here” to the question.

(3) As has generally been found to be the case, in Korean, older respondents tended to have more difficulty answering questions, and required many to be repeated several times before feeling able to answer.

(4) Koreans, as members of other previously tested groups (Spanish, English), had little trouble understanding the question “What is the total number of years you have smoked every day?”  until a follow-up instruction to exclude any time they stayed off cigarettes for six months or longer confused them.   

(5) In keeping with another common finding, the Korean translation asks whether respondents have been to a health professional, but does not distinguish whether it was for their own health or someone else’s.  Several respondents answered “yes” because they had accompanied others for a doctor visit (e.g., taking children to the pediatrician or one’s wife to the OB/GYN), even though they themselves had not seen a health professional in the past year.  Project staff recommended adding to the question the phrase “for your own health…” (a similar recommendation has been made in the past for an English version of that question).

C.  Culturally-specific issues: 

(1) The difference between the words “adult” and “minor” is small enough in Chinese that the latter was often misheard as the former.  The investigators suggested that interviewers be instructed to enunciate the word “minor” to avoid misunderstandings.

(2)  In Korean, The translation of “how soon” (“How soon after you wake up do you typically smoke your first cigarette of the day?”) involved a somewhat unusual Korean phrase.  The suggested revision translates back to English as “After waking up on the mornings of days that you smoke, how long of a period of time goes by before you smoke?” 

(3) An item which asked whether respondents have ever switched from a stronger to a lighter cigarette posed difficulties for respondents who started smoking a Korean brand of cigarettes, then switched to an American brand, as cigarette manufacturers in Korea are not required to include information about tar and nicotine on each package. 

Summary

 The CPS-TUS study seems to have identified a range of problems, but involved a considerably greater amount of complexity, cost, and time that would cognitive interviewing of 32 English-speakers.  To a great extent, the positive effects of testing appeared to be not so much culturally-specific cognitive testing results themselves (which were only moderate in scope), but rather improvements to the translation, and recognition of general (e.g., non-culturally specific) problems simply as a result of “more testing” being done.

The overall finding of the study were that:

(a) Translation (of both questionnaires and cognitive protocols) is a major undertaking that requires significant resources;

(b) Non-English interviewers need to be carefully developed, as opposed to hired and quickly trained; further, it is vital that cognitive interviewers have a grasp not only of language, but as well an appreciation for questionnaire design, survey intent, and flexible approaches to cognitive techniques.

Study 2:

  Systematic Analysis of Cognitive Interviewing Results Across English and Spanish

Overview

The project is described in more detail by Miller, Willis, Eason, Moses, and Canfield (under review).   This study, overseen by staff of the National Center for Health Statistics, involved a very different approach to cross-cultural cognitive interviewing than Study 1 above.  Rather than systematically documenting the procedures appropriate for the conduct of cross-cultural (and multi-lingual) cognitive interviewing, the investigators instead emphasized the manner in which cognitive testing results are processed, evaluated, and compared.  They first noted that there is little agreement among practitioners regarding the standards or criteria appropriate for cognitive interviews (Snijkers 2003), especially with respect to the nature of writing up results in a way that makes clear to investigators if problems exist.  Therefore, they advocated supplementing the normally open-ended written cognitive interviews with quantifiable outcome codes, especially for cross-cultural studies, where reliance on purely qualitative and sometime impressionistic interviewing approach might lead to erroneous conclusions about cross-cultural discrepancies.  

Procedure 

The investigators conducted sixty-seven cognitive interviews, divided equally between (a) (self-reported) Hispanic and (b) Non-Hispanic (both White or Black) participants, in both urban (Washington D.C) and rural/suburban locations (two areas of Northwest Ohio).  The D.C. area interviews were conducted in the Questionnaire Design Research Laboratory at the National Center for Health Statistics.  Ohio interviews were conducted either in the participant’s home or in a private room of a community facility.  Interviews of Hispanics were conducted by two bi-lingual consultants, one of whom had translation experience and had previously been trained in both questionnaire design and in cognitive interviewing techniques.  Non-Hispanic (English language) interviews were conducted by several NCHS staff members, ranging in cognitive interviewing experience (from moderately to very experienced).  

The interviews were based on an interviewer-administered health survey questionnaire containing items covering chronic conditions, cancer screening, diet, physical activity and demographics.  All but one of the cognitive interviews of Hispanics were conducted in Spanish, and all Non-Hispanics interviews were in English.  The instrument and cognitive probe questions were translated from English to Spanish by one of the Spanish-speaking cognitive interviewers, with no further reconciliation or review.  Spanish-language interviews were conducted by two interviewers who were trained for the activity; one of whom was an investigator, the other a college professor.  Hence, both represented the approach advocated by Westat researchers, in which the cognitive interviewers are fairly high-level project investigators who have prior experience in questionnaire design and survey methods. 

The cognitive interviews were semi-structured; along with the survey questions, the interview guide (protocol) consisted of several pre-scripted follow-up questions pertaining to participants’ interpretations of key terms and overall comprehension of questions.  These fixed probes ensured that this particular information was collected in every interview and could then be compared across all interviews.  For a less standardized approach, interviewers were also instructed to exhibit latitude, and to inquire as to the ways in which participants constructed their answers to the survey questions, which further provides insight into potential sources of response error.  These emergent, non-scripted probes were designed to help interviewers make sense of gaps or contradictions in participants’ explanations, and to provide information needed to interpret question problems.  

Problem codes
“Problem codes,” based on a standard question-response model (Comprehension, Retrieval, Decision and Response), were designed to indicate where subjects experienced definable problems with the tested questions (see Table 1).

Table 1:  Question-Response Problem Codes (Miller, et al.).

	Comprehension
	1
	Term:  Subject does not understand or know the meaning of specific words

	
	2
	Question:  Subject does not understand the question as a whole because of vagueness or complexity

	Retrieval
	3
	Subject does not know (and never knew) the requested information

	
	4
	Subject is unable to remember requested information

	Decision
	5
	Subject is unable to make calculations necessary to arrive at the answer 

	
	6
	Question sensitivity or perceived negative reaction by subject

	
	7
	Subject is unable to decide on a response

	
	8
	Subject is found to estimate either too high or too low



	Response
	9
	Response categories do not match subject’s  internal representation of the answer

	----
	0
	No problems observed


Results

Despite the development of multiple coding categories, the investigators determined that the most useful overall measure was one simply indicating if any type of problem was found in a particular interview, and that the qualitative results were useful for further diagnosing the nature of the problem.  To assess whether observed problems were systematically related to ethnicity or to other measured subject characteristics, cross-tabulations and logistic regression analyses were conducted for 18 questions, involving age, gender, income, education, and ethnicity.  These analyses determined that for these items, ethnic group membership was the strongest overall predictor of problem code frequency, with Hispanics generally experiencing more difficulties than non-Hispanics (for 5 items), but with Hispanics seemingly having fewer problems for two other questions.  Hispanics produced significantly more problems with a question on ever having cancer, and significantly less for one on combined household income.  Five other questions exhibiting Hispanic/Non-Hispanic differences involved food and meal questions (see Table 2).  Somewhat surprisingly, the authors found that other demographic characteristics (gender, age, educational level, and income) had, at most, weak effects.  

Qualitative analysis was used to facilitate interpretation of these results, and to pinpoint the character of the observed problem.  From the start of Spanish language interviewing, it was clear that some translated survey questions caused interpretation difficulties for Hispanic subjects.  That is, particular words were translated literally from English and, because of cultural differences, did not convey the same meaning.  For example, the phrase frijoles con chile was intended to mean chili beans, but was interpreted by most Hispanic participants as beans with hot sauce.  Additionally, some words varied by region (e.g., Puerto Rican Spanish uses nami for yam, while Mexican Spanish uses camote) or were inappropriately formal forms of Spanish (e.g., the word fiambre for lunchmeat).  Consequently, these terms were not universally understood in the same manner by Spanish-speaking subjects.  This type of translation problem seemed to account for the high percentage of Hispanics experiencing problems with the red meat question.  

Similarly, some words in Spanish consisted of more than one meaning and could easily be misinterpreted, depending on the context in which they occurred.  The word comida can mean either “meal,” “food,” or the name of a particular meal (e.g., the English word for dinner).  Consequently, the question “Did you eat a morning meal?” was translated as “¿Ayer comío Usted la comida de la mañana?”  but misunderstood by some Hispanic participants as “Did you eat your dinner in the morning?”  This interpretive issue accounted for a significant degree of the ethnicity-based problems regarding the meal questions, and illustrates how cognitive probing brings out otherwise “silent misunderstandings,” as termed by DeMaio & Rothgeb (1996).

A qualitative examination of the interviews also revealed why Non-Hispanic subjects, in comparison to Hispanics, were likely to experience problems with a question on cooking oil.  Many Hispanics reported using either butter or lard, but nothing else, and were able to provide so with little difficulty consideration.  Non-Hispanic participants were much more likely to cook with a variety of oils, and experienced trouble in reporting the type of oil that they used most often.  

Reiterating the results of Study 1, some findings were unrelated to language or culture.  During the course of conducting the interviews, it became obvious that, for the question “Yesterday did you eat any beans such as kidney beans, refried beans, chili beans, bean soup, bean salad or lentils?,” participants adopted differing interpretations of the word bean.  Some participants viewed the question as asking about legumes only, while others included any kind of bean, even green beans.  Yet, at that point, interviewers could only speculate whether there was a particular group of participants using a specific interpretive pattern.  It was hypothesized that older participants and perhaps less educated participants would be less inclined to view the question as asking about legume consumption.  As it turned out, based on statistical (regression) analysis, the patterns of interpretation were not related to specific demographic group membership, as “green bean error” was found to be essentially random. 

Table 2:  Miller et al. study:  Percentage of participants having response problems, by ethnicity.

	
	Hispanics
	Non-Hispanics

	1) How many times did you eat red meat, including beef, pork, lamb, or lunchmeat, hot dogs or sausages made from beef, pork or lamb yesterday?
	77.1%

(27/35)
	35.5%

(11/31)

	2) Did you eat a morning meal yesterday?
	66.7%

(24/36)
	6.5%

(2/31)

	3) Did you eat a midday meal yesterday?
	54.2%

(13/24)
	13.8%

( 4/29)

	4) Did you eat an evening meal yesterday?
	57.7%

(15/26)
	6.7%

(2/30)

	5) When you use butter or oils for cooking or preparing your food, which of the following types do you use most often?  1) Butter, Margarine, Lard or Shortening, 2) Olive oil or Canola oil, 3) Corn oil, Vegetable oil, Peanut oil, Soy oil, 4) non-stick spray,

   5) Don’t use fat 
	8.3%

(3/36)
	38.7%

(12/31)


Conclusions, Implications, and Caveats
The Hispanic/Non-Hispanic study suggested that non-trivial differences may exist between these groups in responding to common health survey questions.  As found by Kudela et al., some of these were due to translation, some to cultural influences.  Further, some outcomes “favored” Non-Hispanics, others Hispanics.  Concerning the basic research question – whether systematic coding of results enhances cross-cultural interpretation – this looked promising, but the investigators recognized several limitations and caveats.  From an operational point of view, systematic coding of cognitive interviewing results may not always be feasible.  In many pretesting studies (e.g., that in Study 1), much smaller rounds of interviews are generally conducted than were included in the current study; restrictions by the U.S. Office of Management and Budget often limit the size of an interviewing round to no more than nine subjects.  In such cases strict quantification of results will not supply information sufficient to identify cross-cultural differences.  Further, the authors admit that the amount of time required to ensure that all codes were applied consistently across all interviews, and to develop an analyzable data set, was considerable.  Therefore, as Kudela et al. they cite the need for significant resources in cross-cultural cognitive interviewing studies, but for different reasons. 

Finally, and most importantly, it remains the case that even though cognitive interviewing results were systematically coded and therefore produce quantitative, statistically-analyzable data, these data are only as good as the information they derive from.  To the extent that the Spanish interviewers were behaving differently from the English-speaking ones (an unknown in this case), it is unclear whether significant differences in coding frequency between cultural groups reveal variation that is due to ethnicity/language, or whether this simply represents interviewer variation.  On the other hand, the fact that the qualitative results appear coherent, in the context of the qualitative results,  does tend to obviate (though not to eliminate) this concern.

Overall recommendations based on Study 1 and Study 2

Although the Westat and NCHS studies were somewhat dissimilar, involving different populations, approaches, and even research questions, they point to similar conclusions and implications, concerning the conduct of cross-cultural cognitive interviewing:

1.  Cross-cultural studies require an exponential increase in resources

This may not be a universal truth that will apply for all time, as means for the conduct of cognitive interviewing like will become more efficient and cost-effective.  Initially, however, investigators need to realize the additional effort is necessary in the areas of instrument and protocol translation and verification, subject location and recruitment, interviewer training, coordination, analysis, and interpretation of results, and overall coordination of a complex project.  

2.  Some of the positive effects observed are simply a function of additional testing

In both studies, some problems seemed culturally non-specific (that is, “etic” rather than “emic,” in anthropological terms); they appear to simply be problems with survey questions of the type normally identified through cognitive interviewing techniques.  In cases where such problems had been previously identified, this is reassuring, in that it serves to verify that cognitive techniques have been applied consistently across group, and produce reliable results.  With respect to novel, unanticipated problems that still appear to apply across evaluated groups, it may be the case that cross-cultural testing only serves as additional (but useful) testing, where issues of language and culture are somewhat irrelevant. 

3.  Issues of staff selection and training are paramount

It is increasingly apparent that cognitive interviewing is an acquired skill, and that some procedures and interviewer behaviors that seem obvious to seasoned practitioners (e.g., avoid biased probing, be selective in the administration of probes, recognize when a subjects’ comment indicates a problem with the tested question) are not at all clear to beginners.  Hence, significant resources need to again be devoted to developing a cadre of qualified, bi-lingual cognitive interviewers.  Optimally, once these individuals are trained, they will be available to assist with later investigations.

4.  Cognitive protocols for cross-cultural studies may benefit from increased standardization

Especially if novice interviewers are used for cross-cultural studies (and perhaps generally), we advise that the cognitive protocol be very structured in nature, in order to minimize idiosyncratic approaches or departures from acceptable practice.  The “frontloading” of probes in this manner does come at a cost, as this sacrifices the opportunity to rely on “reactive” or “emergent” probes that are used to investigate unanticipated problems (Willis, 2005).  On balance, however, it may be worthwhile to constrain behaviors that could produce observed between-group differences that are simply artifacts of interviewing style.

5. The overseeing staff must create and maintain ways to stay as integrated into the process as possible
Monolingual cognitive interviewing staff who oversee cross-cultural projects sometimes feel partly blinded, as they cannot observe or directly evaluate cognitive interviews conducted in another language.  Therefore, it is advisable to develop substitute mechanisms to ensure adequate monitoring and quality control.  Interesting, Kerry Levin at Westat has recently reported having success with the practice of simultaneous translation of the cognitive interview, in which a Spanish-language interaction between the interviewer and respondent was directly observed (within the same room) by a language translator and the (English-speaking) project director.  As the interview unfolded and was translated to the director, she was able to intervene when necessary to direct follow-up probing, or to otherwise re-direct the activities of the cognitive interviewer.  Although this somewhat complex arrangement appeared to be workable, it may not functional for all cultures.  However, it does well illustrate the value of openness to new approaches within the cross-cultural domain, and is one of many issues to be further investigated in this realm.
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2. A ‘diagnosis’ of questionnaire problems 

3. Implementation of the recommendations following from step 1 and 2

4. A test of the revised questionnaire.
Introduction

At Quest 2003 I presented an evaluation plan for the Dutch Structural Business Statistics Questionnaires (SBS) (Giesen, 2004). In the course of 2004 and 2005 this plan has been implemented. For Quest2005 I will present the results of the evaluation.

The SBS questionnaires

The SBS questionnaires measure a large number of indicators of the activity and performance of Dutch businesses. The questionnaires are sent out by mail yearly to around 80,000 establishments, covering all size classes and almost all branches. 

Overall redesign of the SBS survey 

The evaluation and redesign of the questionnaires is part of a larger redesign programme for the data collection of the SBS survey. The general goal of this programme is to reduce the costs of the survey for both our organization as well as the respondents and to remain or even improve the quality level of the statistics produced. 

The redesign programme focuses on three main goals: 1) the reduction of output variables, by critically examining the legal and statistical necessity of each variable; 2) the reduction of the sample size, by using administrative data and 3) the improvement of the remaining data collection.

The work presented here focuses the evaluation and improvement of the current mail questionnaires. There are two other important initiatives for the improvement of the data collection. First, an electronic version of the questionnaires is being developed. This project will be discussed by Ger Snijkers at this QUEST meeting. Second, SN is exploring means to collect the SBS data by directly extracting the needed variables from the businesses’ administrations, using XBRL (eXtensible Business Reporting Language). We expect that in the long run this will be a very efficient and effective tool for part of the SBS data collection.  

Evaluation and redesign of the SBS questionnaires: goal and methods 

The main goal of the evaluation of the SBS questionnaires is to assess where and how the SBS questionnaires should be improved with respect to the response burden and the quality of the collected data. Because of the structure of the SBS questionnaires - with specific questions and question wording for different industries and size classes - the evaluation had to cover about 180 more or less different questionnaires and a very heterogeneous population.

The general evaluation consisted of four main steps: 

5. An inventory of questionnaire problems based on the information already available at the office 

6. A ‘diagnosis’ of questionnaire problems 

7. Implementation of the recommendations following from step 1 and 2

8. A test of the revised questionnaire.

Following a pilot study by Hak and Van Sebille (2002), we used the response process model of Sudman, Willimack, Nichols and Mesenbourg (2000) as a framework for evaluating and testing the SBS questionnaires. We used several methods in each phase. 

Inventory phase: assessing main problems 

In the inventory phase we tried to gain an overview of the problems in all different questionnaires and groups of respondents by a using a mix of qualitative and quantitative methods. The methods used included:  

Review of previous reports on SBS questionnaires 

Analysis of 66 completed questionnaires 

Analysis of 2223 respondents’ remarks 

8 focus groups with SN staff (e.g. field workers, call center staff, editing staff) 

Quantitative analysis of unit response, item response and plausibility of raw data of the data collection in 2003.

Expert advice on the lay-out of the forms by a designer from an external firm. 

Diagnosis phase: validating and exploring findings from inventory phase 

Based on the questionnaire problems found in the inventory phase we designed our next step. The goal of this step was to validate the findings of the inventory phase and to further explore the causes and possible solutions for the problems found. We did this by observing and interviewing respondents and non-respondents of the SBS survey.

27 site visits of respondents SBS,  either observing of reconstructing response process

14 telephone interviews with non-respondents 

Redesign phase 

The inventory and diagnosis phase resulted in a long list of recommendations for the improvement of the questionnaires. The recommendations concerned the lay-out of the questionnaire, the content, order and wording of the questions as well as the overall communication with respondents about the survey. 

These served as input for a redesign of the questionnaires. The redesign was done in a multidisciplinary team under the supervision of the department that issues the questionnaires. Part of the team were members of the team that had evaluated the questionnaire (including the form designer and a field officer), staff from the data collection department that will have to field the questionnaires, editing staff and data analysts.  

Test of redesigned questionnaire 

The questionnaire redesign was applied to two examples of the SBS questionnaires. These were tested in two steps:

Test with SN staff: 

Laboratory tests with 9 field officers

Expert review of questionnaire users: staff from data collection, editing and analysis

26 site visits of respondents, either observing or reconstruction the response process for the new questionnaires 

Results

To fully complete the SBS questionnaire, respondents need to carefully project their own business records on the questionnaire. In the evaluation we found that the SBS questionnaires cause a high response burden and are prone to reporting errors. Even professional respondents who seriously try to complete the questionnaires perfectly can make large reporting errors. 

The most important causes of the observed errors are: lack of motivation / time, reporting about a different business unit, interpretation errors, calculation errors and errors reporting the numbers on the questionnaire. The SBS questionnaires seem to be especially ill-suited for small firms and respondents without a background in bookkeeping 

In the revision process we tried to decrease the response burden and increase the motivation. This was done by: 

A reduction of the variables measured 

A complete revision of the lay-out  

A new order of the questions 

A complete revision of the wording of the questions and explanatory information 

In the test of the new questionnaires we found that we had only partly succeeded in our goals. The new lay-out of the questionnaire worked very well; respondents appreciated the new looks, were more likely to read the instruction text and made less errors with reporting on the wrong line or adding the wrong numbers. Also, the new, topic-based, structure of the questions worked very well in the test.

Unfortunately the response burden of the questionnaire still remained high and the motivation of the respondents low. The translation of one’s own administration into SN definitions is a burdensome task that does not benefit the respondent.  

Results with respect to the methods used 

In the inventory phase especially the more qualitative methods were very useful as a structured preparation for the field work with respondents. In this study the quantitative analyses of the data quality, as measured with the unit response, item response and plausibility, were less useful as a tool to detect questionnaire problems. Given the complex structure of the SBS questionnaires is was often impossible to disentangle effects of questionnaires, respondents and approach strategies. 

However, the quantitative data were very useful in the interpretation of the findings of the qualitative study of the response process. The compelling observations of the response process of one small business owner, combined with the numbers of registered complaints by small business owners and the high item non-response in this group all point in the direction that our current questionnaires are not well suited for this group. 

The combination of both ‘concurrent’ observation as well as retrospective reconstruction of the response process proved to be a very useful method to collect data to help understand which problems occur in questionnaires and why they happen. Also videotaping these visits worked well, not only for the training of the interviewers, but also for the analyses of the data and illustrating the results of this study. 

In this study the response process model was a helpful tool for organizing the data collection and describing in which steps of the response process measurement error and response burden occur. However, the response process model is less suited as a framework for explaining why questionnaire problems occur or how they can be solved by the survey organization. 

Factors like the respondent characteristics and contact strategies from survey organizations are incorporated in a conceptual framework for business survey participation developed by Willimack, Nichols and Sudman (2002). The framework focuses on explaining unit and item nonresponse in establishment surveys, but can be extended to account for data quality issues as well. Thus it could be a useful framework for further research into the evaluation and redesign of establishment questionnaires and data collection methodologies.
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1.  Introduction

For over 10 years, the Questionnaire Design Resource Centre (QDRC) of Statistics Canada has used cognitive interviews and focus groups in the development and testing of agricultural survey questionnaires, including the following surveys (the year of testing is in parentheses):

Farm Financial Survey (1992, 1995, 2002, 2003 and 2004)

Farm Inputs Management Survey (1995)

Survey of Fall Fruits and Vegetables (1996)

Survey of the Aquaculture Industry (1997)

2001 Census of Agriculture (1998-1999)

2006 Census of Agriculture (2003)

Wage Survey of Seasonal Employees in the Agriculture Sector (2003)

Cattle Survey (2004)

Crop Protection Survey (2004-2005)

Tillage Practices Survey (2005)

The cognitive methods most frequently used by the QDRC are concurrent and retrospective think-aloud interviews.  Focus groups are often used to complement the cognitive interviews.  These methods have been adapted from those used to test household and business survey questionnaires.

2.  Special Considerations in Testing Agricultural Survey Questionnaires

In the testing of agricultural surveys, special considerations that the QDRC takes into account are the response process, the complexity of agricultural concepts and terminology, the recruitment of respondents, and the rural setting and scheduling of the cognitive interviews and focus groups. 


2.1  Response Process

The model of the response process for questions that are asked in household surveys involves understanding the question, recalling/retrieving the information requested, thinking about the answer and making a judgment about what is the right answer, and responding.  As in business surveys, there are differences to this response model for agricultural surveys.  The major difference is that agricultural respondents may have to access one or more external sources of information such as farming records and financial statements.  The ability of respondents to retrieve the requested information depends upon their familiarity with and understanding of the external source of information.  They must also understand the relationship between the survey questions and the external data source.  Multiple sources of information add to the difficulty or complexity of this task.  Further complexities may be introduced if, instead of accessing records or statements, the respondent has to consult another individual such as a farm manager or an accountant, who can better provide the requested information.  

In testing agricultural survey questionnaires, emphasis is placed on assessing the compatibility of question wording, time reference periods and response categories with the record-keeping practices used by agricultural operators.  Testing determines the extent to which they use memory recall versus their farming records and financial statements as well as the degree of difficulty in accessing these records and providing the requested information.

2.2  Type and complexity of the information

The subject matter of agricultural surveys can involve very complex agricultural concepts and terminology that may vary from one type of farming operation to another and from one region to another.  Therefore, for agricultural operators, it is very important to investigate their understanding and interpretation of the survey concepts and terminology.  Furthermore, the QDRC consultants who are interviewing respondents and moderating focus groups, should be familiar with the relevant agricultural concepts and terminology which are usually unique to a particular survey.  In this regard, experience has shown that it is useful to prepare a glossary of relevant agricultural terms and practices.  Also, it is helpful to have an observer present at the cognitive interviews who is very knowledgeable about the survey concepts and terminology. 

2.3  Recruitment of Respondents
Respondents are identified by using Statistics Canada’s Farm Register which is a comprehensive listing of all agricultural operations in Canada collected at the time of the most recent Census of Agriculture and updated regularly through information collected in other agricultural surveys.  The following characteristics are taken into consideration when recruiting respondents.  These characteristics are determined through the information on the Farm Register and verified through a screening questionnaire at the time of recruitment.   In a typical study, characteristics include most or all of the following:

Type of agricultural operation(e.g., beef, dairy, hog, crops, fruit, vegetable, greenhouse)

Operating arrangement (i.e., sole proprietorship, spousal partnership, other family partnership, family corporation, non-family partnership/corporation)

Size of agricultural operation (as defined by the gross farm income, number of employees or number of livestock)

Geographic region

Age of agricultural operator (e.g., less than 35 years, 35-54 years and over 54 years)

Men and women

Education (i.e., did not complete high school, completed high school, college/university college education)

English and French 

The following types of persons are excluded from testing, although the specific exclusions may vary from one study to another:

Employees of Statistics Canada and Agriculture and Agri-Food Canada, and members of their immediate families

Persons who work in market research, marketing, advertising or the media, and members of their immediate families

Persons who have taken part in a focus group in the previous 12 or 24 months

Persons who have taken part in previous focus groups or cognitive interviews conducted by Statistics Canada

Persons who contact the recruiter directly requesting to participate.

For each study, the specifications for recruiting respondents and focus group participants are determined in consultation with the project team.  For each agricultural operation contacted, the person selected to participate in the testing is the person who usually completes questionnaires for Statistics Canada and/or who can best provide the type of information being collected in the survey.  

In accordance with Statistics Canada’s confidentiality requirements, all recruiting takes place on Statistics Canada premises.  Participation rates in testing generally range from about 85 to 95 percent.  For this reason, some over-recruiting is done.  Typically, one or two additional persons are recruited per region for the cognitive interviews.  For the focus groups, over-recruiting is done to ensure that at least 9 or 10 persons attend each group.  Every person recruited is contacted by telephone at least 24 hours in advance of the scheduled interview or focus group time to confirm their attendance.

2.4  Rural Setting and Scheduling of Cognitive Interviews and Focus Group
The rural setting of the respondent population presents unique challenges.  In most situations, a laboratory setting such as a focus group room with observation facilities is not available in rural areas.  Due to the relatively lengthy travel distances for respondents to come to a central interview location, cognitive interviews almost always take place at the site of the agricultural operation – usually in the respondent’s home or farm office.   Furthermore, conducting the cognitive interviews at the farm location makes it easier to schedule appointments, especially during the busy seasons of planting and harvesting, and allows the respondent to have access to records.   It improves the participation rate and provides the interviewer and observer with the opportunity to observe the farming location and, thereby, get a more complete understanding of how well the survey questions capture information about the operation.

In scheduling the cognitive interviews, adequate allowances have to be made for travelling time between interview sites.  Most cognitive interviews take about 60 to 90 minutes, and another 30 minutes is allowed for travelling to the next location.  Thus, a typical day of interviewing involves two interviews in the morning and two interviews during the afternoon, for a total of four interviews per day.  Interviews may begin as early as 8:00 a.m. and end as late as 5:30 p.m., with at least 60 to 90 minutes scheduled for lunch to allow for travel time to a nearby restaurant.  Interviews are scheduled to take place in the same general area each day, so that travelling distances are not too long between each appointment.  Occasionally, an interview is scheduled at 7:00 p.m., provided that it is still daylight to make the location easy to find and that the driving distance is relatively short.

When focus groups take place, they are almost always held in a meeting or conference room at a local motel or hotel.  A focus group facility is only used if one is located in a nearby urban location.  Focus groups last a maximum of two hours and are scheduled to take place during the evening (usually at 7:00 p.m.), which is the most suitable time for agricultural operators who are busy earlier in the day.  Evening focus groups also allow the QDRC consultant to conduct at least two cognitive interviews earlier in the day.  Focus groups may be held from Monday to Thursday, but Friday is generally not a good day because of family and social activities.  On a few occasions, focus groups have taken place on Saturday afternoons in an urban location.  Saturday has been well liked by the focus group participants because they can drive while it is still daylight and because it may give them the opportunity to do something else such as shopping or entertainment while they are in the city.

A limitation in conducting focus groups with agricultural operators is that most of the participants usually know one another as friends, neighbours or members of agricultural associations.  Whereas, in recruiting household and business respondents for focus groups, it is very easy to ensure that participants do not know one another, it is considerably more difficult to ensure this when recruiting agricultural operators.  For this reason, and due to the other difficulties in organizing focus groups with agricultural operators such as the travel distances and lack of observation facilities, the QDRC generally prefers to use cognitive interviews during the development and testing of agricultural survey questionnaires.  Nevertheless, the QDRC’s experience is that focus groups are very useful in complementing the cognitive interview findings.  Focus groups are also very useful in studies that involve content determination and investigations into the feasibility of collecting certain types of data and the appropriateness of proposed collection methodologies.

3.  Examples of Recent Projects

2006 Census of Agriculture, Modular Content Test

The Census of Agriculture, conducted every five years by Statistics Canada, provides data on Canadian agriculture by collecting information on agricultural land use, crops, livestock, paid labour, capital, land management practices and finances.  Work on developing the 2006 Census of Agriculture questionnaire began in the fall of 2002 with the organization of a series of content workshops across Canada.  The primary goal of these workshops was to obtain feedback from data users regarding proposed changes to the 2006 questionnaire in order to meet their projected data needs.  Following these workshops, question modules were developed and tested in the Modular Content Test in January and February 2003.

During the Modular Content Test, the QDRC conducted cognitive interviews and focus groups to test new content, wording, question format and response categories for new and revised question modules for the 2006 Census of Agriculture.  Testing took place in two phases.  Some modules were only tested during one phase, while others were tested in both phases, with revisions being made following the first modular test.  

The Modular Content Test involved a thorough examination and review of the proposed question modules with selected farm operators in 8 regions across Canada.  The consultations involved a combination of 106 cognitive interviews and 7 focus groups that are summarized in Tables 3.1 and 3.2.  

Table 3.1

Cognitive Interviews

2006 Census of Agriculture, Modular Content Test, Phases 1 and 2

	Phase
	Region
	No. of  cognitive interviews

	1
	Fredericton-Woodstock, New Brunswick
	14

	
	Essex-Kent Counties, Ontario
	15

	
	Swift-Current, Saskatchewan
	16

	
	Lethbridge, Alberta
	14

	2
	Annapolis-Kings Counties, Nova Scotia
	16

	
	Durham County, Ontario
	15

	
	Brandon, Manitoba
	16

	Total
	106


Table 3.2

Focus Groups

2006 Census of Agriculture, Modular Content Test, Phases 1 and 2

	Phase
	Region
	No. of focus groups
	No. of participants

	1
	Fredericton, New Brunswick
	1
	12

	
	Chatham, Ontario
	1
	10

	
	Saskatoon, Saskatchewan
	1
	11

	
	Lethbridge, Alberta
	1
	11

	2
	Wolfville, Nova Scotia
	1
	11

	
	Whitby, Ontario
	1
	9

	
	Brandon, Manitoba
	1
	11

	Total
	7
	75


Recruiting was very successful.  Among all persons recruited, 96 percent participated in the cognitive interviews and 96 percent attended the focus groups.  

Each cognitive interview, conducted by a QDRC consultant, lasted approximately 90 minutes.  A representative of the Census of Agriculture project team observed each interview.  The interviews took place at the site of the agricultural operations.  For each agricultural operation visited, the interview took place with the person who usually completed the Census of Agriculture questionnaire.  In a few cases, cognitive interviews took place with more than one agricultural operator at the same time (e.g., a husband and a wife, or a father and a son) if this were suggested by the participants themselves.  In these situations, a lot was learned about the completion of the question modules by observing the interaction between or among two or more persons.

During the cognitive interviews, respondents were observed as they completed each module of the test questionnaire.  Respondents were asked to “think aloud” while they completed each module.  They provided a running commentary that included comments about their reactions to the questions and response categories, the ease of completion, the clarity of questions and instructions, the use of terminology, the appropriateness of questions and response categories and whether the questions were addressing issues that were relevant to them.  Modules where difficulties were encountered as well as issues of concern were thoroughly discussed with respondents during and after completion of the form.  For certain questions, alternate versions were provided to participants and discussed to determine which version was best.  After the interview, every participant received an honorarium of $40.  

Each focus group lasted two hours, and was observed by one to three representatives of the Census of Agriculture project team.  During the focus groups, participants were given modules to complete one at a time or in combined sets of related modules.  Discussion then focused on the modules that had just been completed.  The moderator asked probing questions to determine participants’ reactions to the questions and to identify difficulties that they may have encountered while completing each module.  As in the cognitive interviews, alternate versions of some of the questions were presented and discussed with the participants.  Participants were each given an honorarium of $60 at the completion of the focus group.

Findings and recommendations from the Modular Content Test led to the development of the Integrated Test questionnaire.  This questionnaire covered all the content that was currently proposed for the 2006 Census of Agriculture questionnaire.  As a result of the Modular Content Test, it was decided that some of the modules tested would not be included in the 2006 questionnaire.  For other modules, revisions were made and they were tested again during the Integrated Test. 

3.2  2006 Census of Agriculture, Integrated Test

The Integrated Test took place in May 2003 and was designed to replicate the conditions of the 2006 Census of Agriculture as much as possible, including the month of the year when data collection will take place.  The entire questionnaire (i.e., every question module) was tested.  The questionnaire was printed in colour and formatted for data capture.  

The main goals of the Integrated Test were to evaluate the content, wording, question format and response categories of the census questionnaire, to determine the willingness and ability of respondents to provide information, and to assess the questionnaire’s respondent-friendliness.  The mail-back envelope and colour options for the questionnaire were also evaluated.

Testing consisted of 89 cognitive interviews and 4 focus groups in six regions across Canada.  Together with the Modular Content Test, this meant that testing took place in all Canadian provinces with over 300 agricultural operators.  Tables 3.3 and 3.4 summarize the number and location of the cognitive interviews and focus groups.

Table 3.3

Cognitive Interviews

2006 Census of Agriculture, Integrated Test

	Region
	No. of cognitive interviews

	Avalon Peninsula, Newfoundland
	6

	Queens County, Prince Edward Island
	17

	Chaudière-Appalaches, Québec
	18

	Montérégie, Québec
	17

	Bruce County, Ontario
	16

	Lower Fraser Valley, British  Columbia
	17

	Total
	89


Table 3.4

Focus Groups

2006 Census of Agriculture, Integrated Test

	Region
	No. of focus groups
	No. of participants

	Charlottetown, Prince Edward Island
	1
	11

	Montmagny, Québec
	1
	10

	St-Hyacinthe, Québec
	1
	12

	Abbotsford, British Columbia
	1
	9

	Total
	4
	42


A total of 93 percent of the persons recruited for the cognitive interviews and 89 percent of those recruited for the focus groups actually participated.  The participation rates, although high, were somewhat less than in the Modular Content Test since the Integrated Test took place during the planting season.  

The Integrated Test questionnaire was sent by courier to all respondents about 9 or 10 days prior to the scheduled interview or focus group time.  Respondents completed them prior to the interviews and focus groups.  

The cognitive interviews took place at the site of the agriculture operation, and were conducted by a QDRC consultant and observed by a representative of the Census of Agriculture project team. As in the Modular Content Test, the interview took place with the person who usually completed the Census of Agriculture questionnaire.  In a few cases, cognitive interviews took placed with more than one agricultural operator at the same time.

During the cognitive interviews, the completed questionnaire was reviewed retrospectively, one module at a time, with each respondent.  While reviewing the questionnaire, respondents provided comments about their reactions to the questions and response categories, the ease of completion, the clarity of questions and instructions, the use of terminology, the appropriateness of questions and response categories and whether the questions were addressing issues that were relevant to them.  Areas of the questionnaire where difficulties had been encountered as well as issues of concern were thoroughly discussed with respondents.  Each respondent received an honorarium of $40.

Each focus group lasted two hours, and was observed by one to three representatives of the Census of Agriculture project team.  During the focus groups, the completed questionnaires were reviewed, one module at a time or in groups of related modules.  The moderator asked probing questions to determine participants’ reactions to the questions and to identify difficulties that may have been encountered while completing the questionnaire.  Each focus group participant received an honorarium of $60.

3.3  2005 Crop Protection Survey (Pesticide Use Survey)

Statistics Canada is developing a new survey on Pesticide Use for Agriculture and Agri-Food Canada.  The survey will collect information on pesticide use for the 2005 growing season.  The QDRC, conducted focus group consultations (Phase 1) on proposed survey concepts and questions for the Pesticide Use Survey during November and December 2004 and later tested the survey questionnaire (Phase 2) using cognitive interviews.  As a recommendation resulting from the Phase 1 focus groups, the survey will now be called the Crop Protection Survey. 

The main goals of the Phase 1 focus groups were:

To determine the reactions of agricultural operators to a survey on pesticide use.

To determine the availability of information on the use of pesticides by operators.

To investigate the best method to collect accurate and reliable data on pesticide use.

To determine the pesticide-related terminology used by operators.

Phase 1 investigated the appropriateness and applicability of the survey concepts and content with respondents.  A total of 9 focus groups took place in four regions across Canada.  Focus group participants were a representative selection of the following types of operations:  field crops, fruit and vegetable, and greenhouse and nursery.  Project team members from Statistics Canada and Agriculture and Agri-Food Canada observed all the focus groups.

Focus group participants were asked for their reactions and feedback to specific concepts and terminology being proposed for the Pesticide Use Survey.  Participants were provided with proposed survey topics and data to be collect in order to determine their ability and willingness to report the requested information.  An important part of the discussion concerned their record-keeping practices, including how they recorded information on pesticide use and what type and detail of information they record.  The most appropriate data collection methodology for the proposed survey was also discussed during the focus groups, as well as what would motivate agricultural operators to participate in the survey.  

Table 3.5 summarizes the locations and number of participants at each focus group according to the type of operation.  Approximately 88 percent of persons who were recruited attended the focus groups.  The main reasons for not attending were hesitancy to participate due to the sensitive subject matter of pesticide use and the time of the year due to the winter weather and the Christmas season.

Table 3.5

Focus Groups

Testing of 2005 Pesticide Use Survey, Phase 1

	Region
	Type of operation
	No. of focus groups
	No. of participants

	Saint-Jean-sur-Richelieu, Québec
	Field crops
	1
	8

	
	Fruit and vegetable
	1
	8

	Welland (Niagara Region), Ontario
	Field crops
	1
	13

	
	Fruit and vegetable
	1
	11

	
	Greenhouse and nursery
	1
	10

	Red Deer, Alberta
	Field crops
	2
	21

	Abbotsford,

British Columbia
	Fruit and vegetable
	1
	10

	
	Greenhouse and nursery
	1
	6

	Total
	9
	87


Each focus group lasted two hours, and was observed by two to three representatives of the project team.  Every focus group participant received an honorarium of $60 after the completion of the focus group.  

The focus groups were very successful in identifying important issues about the proposed survey including the types of records that are kept on pesticide use and the type of data that are possible to collect.  The groups also identified concerns relating to the sensitivity surrounding the use of pesticides and response burden.   One of the findings of the focus groups was that the survey’s title – the Pesticide Use Survey – was viewed very negatively by the focus group participants.  In one of the early first groups, one person suggested that the survey should be re-named to be the Crop Protection Survey.  The name change has subsequently been made.  

The findings of the Phase 1 focus groups were then used to develop the questionnaires that were tested during Phase 2 in March 2005.  In the second phase, separate questionnaires were tested for field crops, fruit and vegetable producers.  Testing of a questionnaire for greenhouse vegetable operations also took place. 

Testing during Phase 2 involved a total of 50 cognitive interviews in four regions across Canada.  Table 3.6 summaries the cognitive interviews according to region and the type of operation.  Interviews were completed with approximately 96 percent of the persons who were recruited.

Table 3.6

Cognitive Interviews

Testing of 2005 Crop Protection Survey, Phase 2

	Region
	Type of operation
	No. of cognitive interviews

	Kings County, Nova Scotia
	Field crops
	1

	
	Fruit
	6

	
	Vegetable
	4

	Lanaudière, Québec
	Field crops
	4

	
	Fruit
	4

	
	Vegetable
	5

	Welland (Niagara Region), Ontario
	Fruit
	5

	
	Vegetable
	3

	
	Greenhouse vegetable
	5

	Saskatoon, Saskatchewan
	Field crops
	11

	Total
	48


In the actual survey, due to the complex nature and detail of the survey questions and the need to refer to pesticide use records, the questionnaire will be mailed in advance to the respondent who will later be contacted and visited by an interviewer to collect the information on a face-to-face basis.  During testing, the data collection method that will be used during the survey was replicated as closely as possible.  Respondents were visited at their place of residence or farm operation.  When the interview time was confirmed 24 hours in advance by the recruiter, they were asked to have their pesticide use records available for the interview.  During the interview, the QDRC consultant provided the respondent with a copy of the questionnaire and then asked the questions as the respondent followed along.  

The cognitive interviews explored respondents’ understanding of the questions and response categories, their ability to retrieve and provide the requested information contained in their records on pesticide use, the flow of the questions, the appropriateness and completeness of the response categories and the respondent-friendliness and interviewer-friendliness of the questionnaire.  Each interview lasted from 60 minutes to two hours.  Respondents each received an honorarium of $40.  A representative of the project team observed every interview.  

The Dutch Annual Business Inquiry: Developing and testing the electronic form
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Summary: The first step in the development of the electronic form for the Dutch Annual Business Inquiry was a small usability test. In this test functional issues of the form were investigated, using a draft version that very much looked like the original paper form. This test also resulted in the identification of navigational issues, edit rules and visual design issues that make an e-form different from a paper form. The result of this test was a prototype of the e-form. This paper discusses research issues and set-up of the test, results and recommendations. An important research issue was whether the electronic form should resemble the paper form. 
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Introduction

A major issue in Dutch governmental policy as to data reporting in general is reduction of response burden. As a consequence, Statistics Netherlands strives for reduction of data reporting for individual businesses, as well as making data reporting as efficient and easy as possible. One way to do that is providing electronic questionnaires via the internet (Haraldsen, 2004). 

In 2004, the paper for the Dutch Annual Business Inquiry was redesigned. First of all, the form was stripped to items necessary with regard to output demands. Secondly, the form was redesigned with regard to the structure (sections of items), instructions and wording. And thirdly, the visual design of the form was restyled. This opened the road to developing an electronic version of this complex questionnaire. 

In a number of steps this form will be developed and tested. In a small usability test functional issues of the form were investigated, using a draft version that very much looked like the original paper form. This test also resulted in the identification of navigational issues, edit rules and visual design issues that make an e-form different from a paper form. The result of this test was a prototype of the e-form. In a second step the prototype will be discussed with regard to programming issues, since for various branches of establishments the form has to be generated automatically. The next step will be a large scale pilot in which the usability and data collection process of the e-form will be tested. 

This paper focuses on the small usability test. In section 3 the set-up of this study will be presented, and section 4 describes the results. Recommendations are discussed in section 5. Section 6 concludes this paper. But we will start in section 2 with a short description of the Dutch Annual Business Inquiry and its redesign. 

The Dutch Annual Business Inquiry

In the Dutch Annual Business Inquiry business are requested to provide information on benefits and losses. In 2005 a sample of about 70.000 businesses was drawn for the 2004 Inquiry. These businesses received a paper form including an advance letter, saying that –among other things– this inquiry is mandatory. About 45% of the sample is self-selecting, meaning that they receive the questionnaire every year. This concerns the larger establishments with 50 and more employees.

The longest questionnaire for large establishments consists of up to 40 pages. A questionnaire may be seen as a booklet of A4 pages, with on the right page the items and on the left page the instructions and explanations (see figure 1). The items are grouped into sections, which may be over more than 4 pages long. Sections concern issues like employees, benefits, costs, and business results. The questionnaire is characterised by many and large instructions and explanations, because of differences in definitions as used by businesses. 

The questionnaire is a complicated form that is very hard to complete. This has to do with the fact that a lot of detailed information is requested. Furthermore, the information has to be collected from various departments. And most of the definitions and the order of the items on the questionnaire do not match the administrations. These aspects make the completion process of the form very cumbersome and time consuming, resulting in measurement errors. Also the lay-out of the paper questionnaire caused measurement errors.

Figure 1.   The original questionnaire of the Annual Dutch Business Inquiry.

	


These results stem from a detailed evaluation study of the paper questionnaire (Giesen, 2004, 2005). With these results in mind the structure and the lay-out of the questionnaire was redesigned. This came down to:

Breaking down the questionnaire into smaller sections, with sections not going over a page, resulting in a better oversight for each section, and less calculation errors. 

A strict order of item label, short instruction, answer space, thus connecting –in reading order– items and answer spaces. 

Locating additional instructions and explanations at the bottom of a page, like footnotes. 

Restricting instructions and explanations to the most essential information, resulting in short and readable notes. 

In figure 2 two pages of the newly designed paper from are presented. To get this result a professional designer was consulted.

Figure 2.   The redesigned questionnaire of the Annual Dutch Business Inquiry.

	


Testing the electronic form

The results of the evaluation of the paper form helped in thinking about the visual design of the electronic questionnaire. Because of this study, we already had a clear view on the response process with regard to this questionnaire (Giesen, 2004, 2005; see also Willimack et al., 2004). But still, some research issues had to be answered. We had to find out how the electronic form would work-out in practice, and what features had to be included in the e-form in order to make it easy to use. Another important issue was whether the paper and the electronic forms had to be designed in the same way. To research these issues a usability and test study was carried out.

At the moment we started thinking about the electronic form, the results of the evaluation study of the paper form were not yet available. So, we started with the old form (figure 1). This form was programmed in Blaise. The use of Blaise set the lay-out conditions. This form is presented in figure 3. The original sections are the tabs in the e-form. Furthermore, the form is characterised by pages that need scrolling. To help the respondent in filling-in the form, edit rules like calculations and checks were added to the e-form. To get explanations to items the key combination <Ctrl><F1> had to be pressed; this was indicated by ‘*’. 

Figure 3.   The e-form of the Annual Dutch Business Inquiry, first version.

	


This form was tested in three waves, as is indicated in table 1. In the first wave an on-line version of this form was tested by 15 colleagues of Statistics Netherlands. These colleagues were familiar with the paper questionnaire, like testers from the CBS cognitive lab, business interviewers, questionnaire developers, and helpdesk employees. Also the designer who redesigned the paper form was involved in this test wave. 

In the second wave this form was tested in the field by 6 CBS business interviewers with 37 businesses. The questionnaire was loaded from a CD-rom on the laptop of the interviewers and completed by the interviewers at the office of the businesses. The interviewers were instructed in the use of the electronic questionnaire. 

In the third wave in-depth interviews were carried out with 6 business respondents at their office. The respondents were not familiar with the questionnaire. These interviews were carried out by testers from the CBS cognitive lab in cooperation with business interviewers. The business interviewers are experts with regard to this form; they can identify errors in the completion process. These interviews were video taped. In this wave the respondents had to download the questionnaire from a CBS server via the internet (at a https-address), log-in to the questionnaire with a username and a password, complete it off-line, and send the data back via a secure internet connection to a CBS server. 

Table 1.   An overview of the test waves

	
	Wave 1
	Wave 2
	Wave 3

	Period of testing
	August 2004
	October 2004
	November/December 2004

	Questionnaire 
	Blaise
	Blaise
	Blaise

	On/off-line
	On-line via internet
	Off-line, installed from CD-rom on laptop of business interviewer
	Off-line, downloaded via the internet

	Number of completions/ interviews
	15
	37
	6

	Tested by:
	CBS cognitive lab testers, business interviewers, helpdesk employees, questionnaire developers, designer 
	6 CBS business interviewers
	Business respondents interviewed by 2 CBS business interviewers and 
2 cognitive lab testers


Results of the test study

In this section the results of the three test waves will be described. The results will be presented in the order of the response process, i.e. 1) retrieving the questionnaire, 2) starting-up the questionnaire, 3) introduction to the questionnaire, 4) filling-in the questionnaire, 5) transmitting the data and 6) deleting the questionnaire. 

Retrieving and installing the questionnaire

In the test, three ways of distributing the questionnaire have been used. The on-line version, in wave 1, was characterised by long sending and receiving sessions. Even for fast data connections the time needed to receive a new page lasted much more than 5 seconds. This was due to the length of the questionnaire and the included edit rules. Distributing the questionnaire via CD-rom, as was used in wave 2, on a large scale is relatively expensive. 

In testing wave 3 (with the downloadable version) the problems regarding retrieving and installing the questionnaire we observed, mainly had to do with getting the https-address right. In this wave respondents had to type in a long https-address from a letter. This gave rise to typing errors. Also the fact that a secured address was used (https) brought about errors in the address: people did not see the ‘s’. Once the respondent had logged-in on the CBS-server the questionnaire could be downloaded and installed. The install procedures did not cause major problems. One respondent could not download the questionnaire because of a firewall.

Starting-up the questionnaire

Once the questionnaire had been installed on the computer, it could be opened. In wave 3, however, respondents first had to log-in to the questionnaire by use of a username, a password and an additional security code. This procedure did not cause any trouble, except for the use of the additional code. The meaning of this code was not clear: it was meant to prevent unauthorised logging-in to the questionnaire by hacked username and password. This holds especially for on-line questionnaires.

Introduction to the questionnaire

After the respondent had logged-in to the questionnaire, a first page with information regarding the questionnaire was presented. This page contained information on the sections of the questionnaires and their order, as well as information on how to navigate, get to instructions, and transmit the data. 

This was done in wave 3. In the previous waves, the first page was the first page with data boxes. In these waves the ‘respondents’ did not know what to do, although they were familiar with the questionnaire. 

Filling in the questionnaire

Completing a questionnaire like the Annual Business Inquiry is a very complex process. During the test interviews respondents were sitting in front of their computer, surrounded by lots of administration papers, papers for making notes, and a calculator. During the filling-in process they went from the questionnaire to the administration papers, getting a pen to make notes, going back to the questionnaire on the screen, grabbing the mouse to open the explanations to the item, getting up to fetch additional administration papers, typing in numbers in the calculator, etc, and finally entering the data in the questionnaire. Also, they could be disturbed by the phone ringing, and colleagues coming in asking for information. In this process respondents easily got lost in the questionnaire. Therefore, the usability of the e-form is of great importance. 

The focus of the test was on the usability of the questionnaire. Our assumption is that when respondents have difficulties with the usability they will get irritated and finish completion (resulting in item-nonresponse) or will choose a satisficing response strategy (i.e. estimate answers and complete it quickly, resulting in measurement errors; Krosnick, 1991). Aspects that have to do with usability are the visual lay-out and navigation. To improve the usability also some means of aid were mentioned by the respondents during the interviews. These aids deal with printing, searching, calculating, carrying-over, explanations, and progress indication. These issues will be discussed in this subsection.

Visual lay-out and navigating

The e-questionnaire is composed out of tabs (as can be seen in figure 3). Each tab corresponds with a section on the paper questionnaire. In the tested questionnaire the tabs are labelled A, B, C, etc. The tabs, at the top of the screen, were not identified as tabs, and as such did not help respondents in finding his way. Respondents did not see that they could skip from one tab to the next by clicking the tabs. 

Because respondents did not identify the tabs as the separate sections of the questionnaire, they got lost. After completing the items in the first tab, and pressing <enter> to the last item, they were automatically led to the next tab. All of a sudden a screen with empty answer spaces was presented. This confused respondents, and made them ask where the answers had gone. They had not noticed that a new tab was presented. Only after they were instructed by the interviewer, they knew how to deal with the tabs. One respondent remarked that a structure like the explorer would be more logical, with all sections listed at the left site of the screen. 

Furthermore, some tabs were long pages, since they corresponded to long sections on the paper questionnaire. This made scrolling necessary, which resulted in respondents having a bad overview of that section. 

An e-form should be clear and user friendly, like every questionnaire (Dillman, 2000; Fowler, 1995). The lay-out should be functional in the sense that it should help the respondent in finding his way through the questionnaire. Furthermore, respondents want to know what sections of the questionnaire are completed and what still has to done. The visual lay-out of the tested e-form did not meet these needs. During the test, this resulted in a lot of questions by the respondents, on how to continue and where to go next. Because of unexpected skips, some respondents were lost in the questionnaire. 

Printing

Respondents requested for the possibility of printing the questionnaire. In the tested questionnaire no printing option was available. 

We found that respondents would like to make a paper copy for several reasons. First of all, while completing the questionnaire, they want to know where they are and what data they have already entered. Secondly, when other departments have to be consulted, separate sections of the questionnaire can be passed-on on paper. After the questionnaire has been completed, they want to check the data on paper and get authorisation for sending the data to Statistics Netherlands. And finally, they want a paper copy for their archives. 

Searching aid

While filling-in the questionnaire, some respondents ticked off the items in their administration already entered. At the end of the questionnaire they noticed that not all items had been checked off. But, they did not know where to put these items. Up to this point, the questionnaire was leading in the response process, meaning that they searched for the items in their administration that matched the definitions on the questionnaire (or at least, what they thought would match). From this stage on, however, the administration became leading. Now, they had to find the entries in the questionnaire that matched the items in the administration. At this point, respondents would find it useful when they could search for labels, instead of having to browse through the questionnaire and hoping to find the correct item. Here, respondents indicated that an entry-search facility would be helpful. 

Automatically adding and subtracting 

In the tested questionnaire, items were automatically added or subtracted. This is a major feature of computer-assisted data collection (Couper et al., 1998; De Leeuw, Hox & Snijkers, 1995). Respondents were positive about this feature. In some cases, however, the results were unexpected or it was unclear were the numbers came from. This was the case when the calculated numbers were not logical, or when the results were put at the end of the page and respondents had to scroll to find them. 

Carrying-over (imputations)

In the paper form, many relations between items exist. E.g., the summation at the end of a page has to be carried over to the next, or the summation of a section is used in another one. On paper, respondents have to be instructed in these matters (like is also the case with adding and subtracting). In the e-form these rules had been computerised. We believed that his would make the form easier to complete, since on paper many respondents had shown difficulties with these rules (Giesen, 2004, 2005). We found, however, that respondents got confused, when e.g. the computerised imputation rules were not logical to them, or when it was not clear were the imputed number came from. Furthermore, they could not edit the imputed numbers, since these answer spaces were locked. 

Instructions and explanations

In the tested questionnaire explanation windows could be opened by pressing <Ctrl><F1>. Explanations were indicated by ‘*’ with items. Respondents, however, did not notice this mark. Therefore, they were not aware that explanations were available. Also, once they noticed the ‘*’, they did not know what it meant. Only after they were told that an explanation window could be opened and how that should be done, they used it. (But, then again, as we know from the evaluation of the paper form, they only read explanations when they do not know what is being meant.)

Progress indicator

Since respondents cannot easily brows through an electronic questionnaire, as is the case with paper forms, respondents indicated that a progress indicator would be desirable. This indicator gives feedback to the respondent as to what parts have been completed and what still has to be done. 

Transmitting the data

As to sending back the data, respondents had to log-in to the internet. Before doing so, the respondent had to confirm that all relevant items had been completed. After this had been done a pop-up window appeared asking whether the data should be transmitted now. 

In this process a number of problems appeared. First of all, after completeness had been confirmed, respondents had to press <enter> to continue. The interviewer had to tell this to them. Secondly, in a number of cases, respondents didn’t manage to log-in to the CBS server because of technical problems. Also, respondent were confronted with messages from the computer saying that ‘manipula.exe’ was trying to connect to a remote server. This computer program was part of the e-form, but since respondents were unaware of this hidden part, they did know what to do. 

After the data had been transmitted, a confirmation was received, thanking for the data. Respondents were positive about this message. However, after this message window was closed, the window saying that the data are ready to be sent appeared again on the computer screen. This was very confusing. Some respondents thought that the data had to be sent again, although a confirmation had been received. 

Deleting the questionnaire

After the response process was completed, respondents might want to delete the questionnaire from their computer. In this study, respondents did not indicate that they would like to do this.

Recommendations and discussion

Based on the results of our research the following recommendations are proposed with regard to the electronic questionnaire of the Dutch Annual Business Inquiry. 

1.
Retrieving and installing the questionnaire

As to this long and complex questionnaire we recommend a downloadable questionnaire that has to be installed on the computer, and completed off-line. This recommendation is based on our experience in this study and the evaluation of the paper form (Giesen, 2004, 2005). A rule of thumb (as used by the Dutch Tax Office) is that questionnaires of over 25 items should be off-line versions. 

With regard to the completion process, this questionnaire may be completed in several sessions, and by several people from several departments. A downloadable form makes it possible to stop and start again at any appropriate moment. Also, all information with the questionnaire and entered data are available, making skipping through the questionnaire possible and keeping track of the overview. Furthermore, the time to be on-line is relatively short, in comparison to an on-line version. 

A drawback of the off-line version is that businesses with firewalls may not be able to retrieve the questionnaire. Our expectation with regard to this issue is, however, that in practice this may not be a big problem. This is based on the experiences with the Dutch Tax Office. Since 2005, businesses are compelled to use electronic tax forms, that have to be downloaded via the internet.

Downloading and installing should be clear and simple. This could be done by providing an internet site with a simple http-address (like e.g. www.mycbs.nl). When this site is a personal site, this site should be secured by e.g. a username and a password. Preferably, the download and install procedures are in accordance with known conventions as used by e.g. MS-Windows. 

2.
Starting-up the questionnaire

The questionnaire may start with a log-in procedure. Since the respondent may feel that the questionnaire contains confidential data, a log-on procedure may be needed. A respondent will then be asked whether he would like to protect the questionnaire from being opened by unauthorised personnel by use of a username and a password. This procedure may be optional. 

3.
Introduction to the questionnaire

The test study shows that respondents need a clear introduction to the questionnaire. After having logged-in, the questionnaire should open with this page, listing information on the structure of the questionnaire, how to proceed, how to navigate, get to explanations, fill-in data and transmit the data. This page should, however, not exceed one screen. 

4.
Filling-in the questionnaire

The visual design should be functional in the sense that it should help the respondent in finding his way through the questionnaire, and providing information on what has been completed already and what has to be done still. Furthermore, as also does show the evaluation of the paper form (Giesen, 2004, 2005), the questionnaire should be composed in a consistent way; every lay-out element that is not consistent may confuse respondents. 

The composition of the questionnaire should be instantly clear and simple. This also holds for how to navigate. The tabs and the long pages (making scrolling necessary) did not help getting an overview of the questionnaire. A set-up that people are used to is a design with the sections listed at the left side of the screen, like in figure 4. As to such structure, Punselie (2004) recommends to make it not too deep. According to him a structure with more than 4 levels already results in people loosing oversight. Also, each level should consist of no more than 7 items. This should help presenting all relevant options at every moment. 

In the literature on Web questionnaires a lot of attention is given to the visual design and navigating (see e.g. Best & Krueger, 2004; Punselie, 2003; Schonlau et al., 2002; Vroom, 2002; Van der Geest, 2001; Dillman, 2000).This indicates that these issues are important as to the usability.

Scrolling should be avoided as much as possible. Each section should be made to fit on a computer screen. 

The questionnaire should be composed out of small, clear sections. Here, the redesign of the paper form (as discussed in section 2) helped in designing the electronic form. 

The questionnaire should have a printing function. This may be a function asking for which section of the questionnaire should be printed, like: this section (empty), this section (including answers), the whole form (including answers), or an empty form. 

An entry-search facility would help in getting a better match between administration and the questionnaire items, in stead of matching on face value and what comes first. This facility would help in making completion easier as well as reducing measurement errors. 

Edit rules with regard to calculations and carrying-over (imputations) should be implemented in the form. However, these rules should be clear and logical to the respondents. Although not tested in this study, we state that the same holds for consistency and range checks. However, experience with computer-assisted data collection (Haraldsen, 2004; Couper et al., 1998; De Leeuw, Hox & Snijkers, 1995) shows that edit rules should be implemented with care and tested carefully. Too many interruptions and error messages may frustrate the response process, and irritate respondents. When occurring, clear error messages should indicate the error to the respondent. 

Instructions and explanations should be presented in a clear way. It should be clear to respondents at once that explanations to items are present, and that they can be viewed simply by clicking a button. This button and short instructions should be presented in such a way that they will attract attention, i.e. placed where the eye is. The explanations themselves should be clear and short, as are the instructions to the new paper form (see section 2). 

While completing an electronic questionnaire, respondents need to get feedback on their progress. A clear progress indicator should be implemented. 

5.
Transmitting the data

Before asking for transmitting the data a confirmation on the completeness of the data should be asked. This may not only be interpreted as a check to whether the questionnaire is completed, but also whether the data are correct. 

Technical problems with regard to the transmission process should be avoided. This means that this process should be tested carefully. 

The transmission of the data should be answered with a “thank you” message, indicating that the data have been received. After this message has been presented on the respondent’s screen, the send-button should not be presented anymore. 

6.
Deleting the questionnaire. 

Although this study did not provide any data on the need to delete the questionnaire afterwards, we feel that this option should be implemented in the system. In most software programs this is a default option. 

With these recommendations in mind and following guidelines as presented in the literature on internet surveys (see e.g. Dillman et al., 2004; Best & Krueger, 2004; Haraldsen, 2004; Punselie, 2003; Schonlau et al., 2002; Vroom, 2002; Van der Geest, 2001; Dillman, 2000), this questionnaire was redesigned. The result is presented in figure 4. This e-form is designed in Adobe In-design with help of a professional designer. It is considered a prototype of the visual design, showing how the questionnaire should look like, including some functionalities. The next steps are the development of the actual electronic questionnaire and testing its usability. 

Figure 4.   The e-form of the Annual Dutch Business Inquiry, prototype.

	


Conclusions

Completing the Dutch Annual Business Inquiry questionnaire is a very laborious and complex process (Giesen, 2004, 2005). Also we know that business respondents are poorly motivated to complete questionnaires like these (Willimack, 2002). They do not see many benefits for themselves; it only brings about costs. This results in kick-and-rush behaviour (d’Haens & Steehouder, 2000) and satisficing (Krosnick, 1991): respondents jump at the questionnaire, read badly, and provide the answers that are easiest to them. When the questionnaire is badly designed, this behaviour will even be stronger. Ultimately, respondents will stop responding. 

In order to prevent this behaviour from occurring, the electronic questionnaire as tested needs a lot of improvement. As a result of the test, many recommendations have been suggested. In general, these recommendations have to do with making the electronic questionnaire clear and logical in every way. This means that the questionnaire should be simple, clear and consistent with regard to the visual design and its features. Also the structure of the questionnaire should be logical to the respondent, and should help to keep overview. Breaking down the questionnaire into small parts and small tasks, may help in completing it step-by-step. Since in these internet questionnaires for Computer-Assisted Self-administered Interviewing (CASI) no interviewers are present to provide assistance, instructions and explanations should also be clear at once. And, built-in features should be transparent. Hidden rules and features that may come about unexpectedly may confuse the respondent and make them feel uncertain, even when they are familiar with the paper form. To paraphrase Van der Geest (2001): Web questionnaire design is communication design. 

In general, questionnaires should be easy to use, i.e. respondent friendly (Snijkers, 2002); and, the visual design and its features should support the response process. This test shows that completing a questionnaire on the computer and reading from the pc-screen is different from completing a paper questionnaire. This is also concluded by Haraldsen (2004) and Dillman (2000). In order to make the questionnaire work well, the visual design and its features have to be adapted to the chosen medium. As a consequence, the electronic questionnaire should be designed differently than the paper form. 
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ABSTRACT

The translation of the Latin phrase that appears in the first part of the title is: “First, do no harm.”  Laypersons who read or hear that sentence may recognize it as the central imperative of the Hippocratic Oath.  Of course, if a person believed that to be so, she/he would be mistaken—this imperative does not appear in the oath attributed to Hippocrates.  (Some scholars attribute the statement to the Roman physician, Galen).  Analogously, some of us may believe that conducting pre-survey or post-survey evaluation work and designing or modifying survey questionnaires on the basis of that work necessarily improves data quality.  At best, given current practices, I suspect that such a belief is only partially valid and, in my presentation, I will briefly review some methodological research (mostly mine) in an effort to support that claim.  Regardless of the true origins of the imperative (Hippocrates, Galen, someone else), it is one that survey practitioners (and sponsors) should consider adopting as a guiding principle in the design and evaluation of survey questionnaires.  

Pre-WORKSHOP  DRAFT OF PAPER

I.   Introduction

Since its origins in 1997, the QUEST community has been responsible for some noteworthy contributions to the literature on questionnaire-evaluation standards and also appears to have had a significant impact on the professional practice of its members.   The QDET conference brought together 338 attendees, incorporated 76 papers, and ultimately spawned a 25-chapter Wiley monograph (Presser, Rothgeb, Couper, Lessler, Martin, Martin and Singer, 2004, pp. xiv-xv) and a special issue of the Journal of Official Statistics.  Various members of the community have independently or collaboratively published books (e.g., Presser, Rothgeb et al., 2004; Willis, 2005), journal articles (e.g., Akkerboom and Dehue, 1997; Haraldsen, 2004; Potaka and Cochrane, 2004), book chapters (e.g., Beatty, 2004; DeMaio and Landreth, 2004; Forsyth, Rothgeb and Willis, 2004; Fowler, 2004; Willimack, Lyberg et al., 2004), best-practices/methodological monographs (e.g., DeMaio, Mathiowetz, Rothgeb, Beach and Durant, 1993; Lindström, Davidsson, Henningsson, et al., 2001/2004; Prüfer, Rexroth and Fowler, Jr., 2004), conference/workshop papers (e.g., Beukenhorst, Giesen, and deVree, 2001; Cosenza and Fowler, 2001; Gower and Haarsma, 1997; Miller, 2001; Prüfer and Rexroth, 1999; Rothgeb, Loomis and Hess, 2001) and other scholarly works (e.g., Snijkers, 2002) on both household and establishment surveys.  The QUEST workshops have provided a unique forum for some incredibly stimulating ideas in this very specialized research area.  The whole experience has been exhilarating to some of us, if not professionally addictive.  As a body of practitioners, we have learned a great deal.  Yet, one thing has become apparent, painfully so in some cases: We still have much to learn—and not just with respect to the more-technical aspects of our craft (Thomas, 1997).  Oftentimes, it seems, we are asked to make contributions to the design or evaluation of a particular survey only to find that the undertaking is grossly underfunded, or the timeline for completing the work is impossible, or both.  Some of us are left with little choice but to participate in such undertakings knowing full well that our design-and-evaluation work will be viewed as incomplete/ambiguous or, in a worst case scenario, as inaccurate or seriously flawed.  As resources available for evaluation research dwindle, we can expect to be placed in these sorts of uncomfortable/untenable situations with increasing frequency.  This paper describes a case study of one such situation in the hope that it will stimulate discussion on how members of the QUEST community might effectively deal with such situations.  As a general guideline, I will suggest the following: “Primum, non nocere.”  

II.  Additional Background Information

My heightened sensitivity to these low-resource-type research projects should be viewed in the context of prior experience with long-term, multiple-phase, design-and-evaluation research that for the most part has been well-supported, well-funded and well-staffed (Esposito and Rothgeb, 1997; Esposito, 2004a).  This prior work dealt with important labor force issues (e.g., employment and unemployment; worker displacement) and carried significant policy implications.  The case study to be described below can best be described as opportunistic; its sponsors did not possess the time or the funding for an elaborate design-and-evaluation effort.  To their credit, they made the most of the limited resources they could muster.  That said, I must confess to a not-so-latent socio-perceptual bias regarding sources of measurement error: Recent research has made me acutely sensitive to disparities in power among the various actors/participants who collectively represent the survey-data-collection enterprise (i.e., sponsors, subject-matter specialists, design-and-evaluation specialists, production specialists, interviewers and respondents).  When problems arise with respect to data quality, too often it seems, the blame-attribution process seems to point in the direction of those participants who possess the least power—interviewers and/or respondents.  In sociology and social psychology, this phenomenon is known as “blaming the victim.”  This is not to say that interviewers and respondents should be viewed as innocent victims.  They are not innocent, usually—they do misbehave, some more than others.  However, this bias of mine compels me to focus more on other explanations as to why survey data quality is not as good as it can be.  If successful, this paper (and the case study described below), will help to identify some of these “other explanations” (i.e., other sources/causes of measurement error).

III.   A Case Study: The Cell-Phone-Use Supplement.

III.A.  Rationale and Objectives.  This case study relates to the development and evaluation of a supplemental survey to the Current Population Survey (CPS), one of two primary labor force surveys conducted monthly in the United States.  The 2004 cell-phone-use supplement was sponsored jointly by the Bureau of Labor Statistics (BLS) and the Bureau of the Census (BOC).  The rationale for developing the supplement was a growing concern about the validity of certain types of telephone surveys (e.g., RDD surveys). One cause for concern was a lack of knowledge about that part of the population that national statistical surveys were not reaching—persons living in cell-phone-only households—and how the characteristics of persons in those households differ from the characteristics of persons in other households.  A second cause for concern was that statistical agencies and private survey organizations are having more and more trouble reaching landline-telephone households. This supplement was designed to provide information on patterns of telephone usage in these households, especially how those households with both landline telephones and cell phones use the two technologies. 

The primary statistical objective of the cell-phone-use supplement is to obtain estimates of four basic categories of telephone service available to and presently consumed by American households: (a) landline telephone service only; (b) cellular phone service only; (c) both landline telephone service and cellular phone service; and (d) no telephone service.

III.B.  Supplement Questionnaire Development.  The first draft of the supplement questionnaire was developed by a group of subject-matter experts (telephone survey methodology) from government, academia, and the private sector.  Later drafts were refined on the basis of several rounds of cognitive testing conducted by private-sector researchers.   The origins of the items that constitute the initial draft of the cell-phone-use questionnaire is not known to the present author; nor am I aware of any pre-existing metadata (e.g., definitions of key concepts; item objectives) associated with that initial draft.  

III.C. Evaluation Research.  The plan for evaluating the cell-phone-use supplement involved both pre-survey and post-survey evaluations (pretesting and quality assessment, respectively). 
 As noted, the draft supplement questionnaire was subjected to three rounds of cognitive testing (i.e., cognitive interviews with embedded topical vignettes).  A total of twenty cognitive interviews were conducted over a span of about 8-10 weeks; most of these interviews were administered over the telephone.  After each round of testing, the design team met to discuss findings and make modifications to the draft questionnaire.  As alluded to above, a variety of constraints were imposed on the design and evaluation process: (a) a tight timeline for questionnaire development; (b) limited resources for both pre-survey and post-survey evaluation work; (c) a questionnaire with a strictly limited set of items (i.e., to minimize burden and cost); and (d) limited degrees-of-freedom with respect to the wording used in certain questionnaire items (see Table 1).  These constraints notwithstanding, pretesting work detected (and endeavored to correct) a variety of problems with the draft questionnaire.  For example, with respect to Q1, an effort was made to clarify what was meant by a “landline (fixed-line) telephone”; and with respect to Q3, an effort was made to improve the list of response options.  As a result, the design team was confident that the final version of the supplement questionnaire (Table 1) was a distinct improvement over the initial draft (Table 2).  Subsequent to cognitive testing, and prior to the administration of the supplement in February 2004, a small-scale operational field test (about 600 CATI cases) was conducted by the Census Bureau to determine if the instrument worked as intended.  To my knowledge, no substantive evaluation of the performance of the supplement questionnaire was conducted by BLS staff during this operational field test.

Post-survey research involved the use of two evaluation methods: behavior coding and interviewer debriefing.  Behavior coding was conducted at two telephone centers during the first three days of CPS interview week (15-17 February 2004).  Initial coding was done on-line, that is, while interviews were in progress.  A survey methodologist (the present author) monitored CPS interviews, selected cases that had not yet advanced to the supplement stage, and coded exchanges that took place between interviewers and respondents during administration of the supplement.  For each supplement item, a maximum of two behavior codes on either side of a particular interviewer-respondent exchange were recorded (see Table 3 for a listing of interviewer and respondent behavior codes).  While an effort was made to code all of the item-specific exchanges that took place between interviewers and respondents—a difficult task when coding is conducted on-line—only data for the first interviewer-respondent exchange have been included in coding tabulations.  In all, behavior coding data were collected for 60 households.  With regard to interviewer debriefing, evaluative information and data were gathered using a focus group format.  During the focus-group sessions, quantitative data were collected using a rating form (i.e., for assessing the response difficulty of those items spontaneously identified as problematic); qualitative information was collected using a protocol of scripted probe questions (i.e., for gathering information on the nature of item-specific problems) and a set of ad hoc probe questions (i.e., for assessing the degree to which interviewers understood the objectives of supplement item Q3).

III.D.  Supplement Metadata.  As is the case for all CPS supplements, the sponsors drafted an instructional memorandum for interviewers several months prior to the supplement’s administration date (US Bureau of the Census, 2004).  Instructional memoranda provide information on the purpose of the supplement, item objectives, key definitions and other information that might be useful to interviewers in conducting the survey.  Depending on the length of the supplement questionnaire, guidance is not always provided for every questionnaire item; classification items typically receive the most attention in these memoranda. -+

II.E.  Findings from Evaluation Research.  To my knowledge, there were no formal reports written documenting the three rounds of cognitive interviewing, though summaries were written and distributed after each round for the benefit of the design team.  However, formal reports were prepared documenting post-survey evaluation research, and some of the data contained in those reports is reproduced here (see Tables 3 through 5).   To simplify the presentation of findings, the information and data provided on subsequent pages will focus on three supplement items: Q1, Q2 and Q3.  The first two items, Q1 and Q2, are central to algorithms used to generate supplement estimates; Q3 data are not used in any of the estimation algorithms.

Item Q1.  The objective of Q1 is to obtain an accurate count of the number of distinct landline telephone numbers that provide service to the sample household. However, not all of the lines reported by respondents are used for incoming person-to-person calls (e.g., some are used for fax machines or computers); subsequent items (Q1a and Q1b) gather data on actual usage.  Among other issues, the cognitive interviews led us to expect possible problems with the response task (e.g., confusion with respect to reporting distinct telephone numbers versus the number of telephones in the household) and with the intended meaning of technical terms (e.g., “fixed line telephone number”; “landline telephone number”).  For example, the term “landline telephone number” was unfamiliar to some research participants (especially older persons) and seemed unnatural to others; at least fourteen alternative ways of communicating about a landline telephone were mentioned spontaneously during the cognitive interviews (e.g., home phone; house phone; our regular telephone number; main line; regular phone line.)   To address the response-task problem, a second verification item (“VER2”) was incorporated into the questionnaire for responses of “two or more” to clarify question intent and ensure respondents were reporting distinct telephone numbers and not the number of telephones in the household.  To address the terminology problem, the term “landline telephone number” was specifically defined in the final version of this item and an extended discussion of this technical concept was provided in the supplement instructional memorandum.  In spite of these efforts, interviewers and respondents still struggled with Q1.  With regard to behavior coding data (see Table 3), interviewers read the question as worded 62% of the time; there were major changes in question wording 22% of the time—in most cases, definitional material was omitted.  Respondents provided adequate (though not necessarily accurate) answers 95% of the time, but felt the need to elaborate on their answers in 15% of the cases.  With regard to interviewer debriefing data (see Table 4), this item was rated eighth (of twelve) in terms of difficulty.  Some of the problems identified during pretesting were not completely resolved.  For example, some elderly respondents were still having issues with the term “landline” and one such respondent actually started counting the number of digits in her telephone number (a total of ten) rather than the number of landline phones in her household with distinct telephone numbers.  These problems notwithstanding, two verification items (“VER1” and “VER2”) no doubt play a significant role in minimizing the level of measurement error associated with Q1.

Item Q2.  The objective of Q2 is to determine if anyone in the sample household (excluding students who may be living away at school) owns a cellular telephone with a working number.   Among other issues, the cognitive interviews led us to expect possible problems with the response task (e.g., whether to include/exclude household members who were living away at school) and with the intended meaning of technical terms (e.g., “working cell phone number”).  To address the response-task problem, a phrase was inserted at the front of Q2 instructing respondents to exclude students living away at school.  To address the terminology problem, the term “working cell phone number” was specifically defined in the supplement instructional memorandum and an extended discussion of this technical concept—including a chart classifying various types of cutting-edge communication devices (e.g., “blackberries”)—was provided in the memorandum as well.  Though no doubt successful in precluding many of the more serious problems that might have arisen during supplement administration, these efforts did not resolve all of the issues associated with Q2.  With regard to behavior coding data, interviewers read the question as worded 90% of the time, and there were relatively few cases (5%) where major changes in question wording were observed.  Respondents provided adequate (though not necessarily accurate) answers 97% of the time, but felt the need to elaborate on their answers in 20% of the cases.  In almost every recorded instance of elaboration, it appeared that respondents were simply trying to be informative when offering their response (e.g., “Yes, my wife and I both have one.”).  In one case, the respondent answered “yes” but quickly added that she did not want to give out those numbers.  With regard to interviewer debriefing data, this item was rated ninth (of twelve) in terms of difficulty.  Some of the problems identified during pretesting were not completely resolved.  For example, some respondents were not sure whether they their prepaid cell phones counted as a working cell phone number.  The prepaid-phone issue was addressed in the instructional memorandum (i.e., yes, they do count); however, such information will be of little use to respondents if they are not motivated to ask the interviewer for clarification when Q2 is posed. Another problem noted by interviewers, but not specifically identified during the cognitive interviews, was whether to count cell phones that were provided by an employer (and used primarily for work) as a “working” number. 

Item Q3.  The objective of Q3 is “to determine if the household relies most heavily on the cell phone number.”  Though not specifically mentioned in the body of the question (but addressed in the instructional memorandum), the reference period for this item was specified as “a typical week.”   Not specified in the memorandum were the following: (a) to whom in the household this question pertains (e.g., everyone—including children—on the household roster; just adults; just persons who own a cell phone); and (b) to which types of calls does this question pertain (e.g., calls received anywhere; just calls received at home).  [Note: The correct answers regarding these two interpretations appear in italics above.] 
   Among other issues, the cognitive interviews led us to expect possible problems with the response task (e.g., should respondents consider all calls received, both at home and away from home, or just calls received at home), with the intent of the question (e.g., whether the sponsors are interested in counting all calls received—even if screened via “Caller ID” and never actually answered—or only those calls actually answered at the time they were received), and with the meaning of technical terms (e.g., “all of the phone calls”; “receive/received”).  Other the changing the set of response options, making a few minor wording changes in the body of the question and defining the reference period in the instructional memorandum, no other steps were taken to address the concerns raised above.  With regard to behavior coding data, interviewers read the question as worded 73% of the time and with minor wording changes 23% of the time.  Most of the minor changes involved the response precodes, adding/deleting a word.  Respondents clearly struggled to provide adequate answers to this item (63%).  One out of every two responses was initially problematic in some respect: 13% inadequate answers; 13% requests for clarification; and 17% “other” responses.  A response of “half” accounted for most of the inadequate answers.  With regard to interviewer debriefing data, this item was rated first in terms of difficulty.  And, as one might have suspected, problems identified during pretesting were not completely resolved.   For example, some respondents remained uncertain as to the response task. (e.g., what household members to include in the calculations; reference period).  Some of the respondents reporting for large households struggled with the estimation task; others appeared to invest very little time or effort in generating an answer to a question that should have required a series of potentially difficult mental calculations (i.e., apparent satisficing behavior).  Lastly, interviewers complained repeatedly about the item’s incomplete response scale (i.e., no “half” option), noting that some respondents were adamant about that being their answer.

IV.   Discussion and Closing Remarks

One does not have to have twenty-five years of survey experience to recognize that the design and evaluation of the CPS supplement described above was not optimal.  Much more work could have been undertaken in the following areas:

Conceptually (with respect to design), more could have been done in early developmental stages to understand how families and individuals use telephones, cell phones and other communication devices (e.g., focus groups with families and/or industry representatives; see Gower and Haarsma, 1997).

Methodologically (with regard to pre-survey evaluation work), more could have been done after the three rounds of cognitive interviews to determine how the draft questionnaire would work in a field setting (i.e., a small-scale field test that focused on the questionnaire and not simply on operational aspects of the instrument).

Pragmatically (with respect to design), more could have been done to implement design changes (and upgrade supplement metadata) based on the information gathered during the cognitive interviews—especially with respect to Q3.

Methodologically (with regard to post-survey evaluation work), more could have been done to obtain quantitative estimates of measurement error (e.g., carefully crafted respondent-debriefing items). 
  

That said, and given what was done and not done in the research described above, what lessons can we take away from this case study and how might such a study guide our behavior as survey practitioners?  From my perspective, the primary lessons are these:  First, resources for questionnaire design-and-evaluation work are often limited (and may become more so in the future); the greater the resource constraints, the less likely it is that practitioners will have the means to make good design decisions and conduct credible evaluation research.  And secondly, given that we in the QUEST community have developed a rich understanding of how to conduct survey-design-and-evaluation research well (and the potential consequences of not doing this work well), difficult professional decisions inevitably will need to be made with regard to participation in low-resource-type research efforts.  

These lessons have implications for professional behavior, of course, and my advice to myself and to other practitioners who might be interested in such advice would be this, “Primum non nocere”:  First [and foremost], do no harm.  Well, what might that mean exactly?  In my view, it means that practitioners should seek to minimize the potential for survey-related error by making every effort to adhere to the highest standards established by their profession (see Reference section).  It also means possibly walking away from a specific design-and-evaluation research effort if, after making one’s case to survey sponsors, a survey methodologist strongly suspects that those standards are likely to be compromised. Integrity is paramount in our profession (indeed, in all professions); competence, though obviously important, must be viewed as secondary to this essential attribute.  Taking this case study as an example, I believe that professional integrity would require a full documentation of the design-and-evaluation process, its constraints and its findings—whatever the consequences might be.  It is worth noting that this oath “to do no harm” (as it applies to the survey methodology domain), not only safeguards the credibility of practitioners, but also the credibility of the organizations we serve and the myriad professionals who rely on the quality of our data to make policy decisions. 

Let me summarize with these assertions for your consideration: If the resources available for a particular research undertaking are limited such that we not capable of doing whatever research needs to be done in a professionally acceptable manner, then the most prudent course of action may be not to participate at all.  Should we feel compelled to participate, a plan for thorough documentation of all aspects/phases of the design-and-evaluation process should be discussed and agreed upon with sponsors beforehand, as a precondition for our participation.
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Table 1.  CPS Cell-Phone-Use Supplement:  Final Question Wording

	
	

	Label
	Final Supplement Question Wording [February 2005]

	
	

	
	

	Q1
	First I would like to ask about any regular, landline telephone numbers in your household.  These numbers are for phones plugged into the wall of your home and they can be used for different reasons, including making or receiving calls, for computer lines or for a fax machine.

How many different landline telephone numbers does your household have?

	
	

	VER1
	I’d like to verify the information you just provided.  I believe you indicated that your household has NO LANDLINE TELEPHONE service for incoming and outgoing calls: Is that correct?

	
	

	VER2
	I just want to verify that your household has [fill Q1] distinct telephone NUMBERS: Is that correct?

	
	

	Q1a
	Excluding any numbers used only for faxes and computers, how many of these   [fill Q1] landline telephone numbers are used for incoming calls?

	
	

	Q1b
	Excluding a number used only for a fax or computer, do you [fill (or any other members of your household) if NUMHOU > 1] take incoming calls on a landline number?

	
	

	Q2
	[Fill (Excluding students living away at school,) if NUMHOU>1] Do you [fill (or any other members of your household) if NUMHOU > 1] have a working cell phone number?

	
	

	Q2a
	[Fill (Excluding students living away at school,) if NUMHOU>1] How many different cell phone numbers [fill (do you have?) if NUMHOU = 1 or fill (do the members of your household have?) if NUMHOU (number of persons in household) >1]

	
	

	Q2b
	How many of the [fill Q2a] cell phone numbers you have do you [fill (or any other members of your household) if NUMHOU > 1] use regularly?

	
	

	Q2c
	How many of the [fill Q2a] cell phone numbers are answered by more than one household member?

	
	

	Q2d
	Do you [fill (or members of your household) if NUMHOU > 1] regularly answer this cell phone number?

	
	

	Q2e
	Is this cell phone number answered by more than one household member?

	
	

	Q3
	Of all the phone calls that you [fill (or any other members of your household) if NUMHOU > 1] receive, about how many are received on a cell phone?  Would you say …

	
	

	
	<1>  All or almost all calls,

<2>  More than half,

<3>  Less than half, or

<4>  Very few or none?

	
	


Table 2.  Early Draft Question Wordings for Selected Items [Q1, Q2 and Q3].

	
	

	Label
	Question Wording [Early draft of items, circa May  2005]

	
	

	
	

	Q1
	How many different fixed line telephone numbers will reach your household?

	
	

	
	[VERIFY ZERO and SKIP to Q2: “May I please verify that you do not have any regular fixed line telephone numbers in your home—by this I mean the type of telephone numbers homes with telephones had before cell phones were available.”]

	
	

	
	

	Q2
	Do you or any other members of your household have a working cellular phone?

	
	

	
	[IF DK: “Please remember that all of the information you are providing is confidential.”]

	
	

	
	

	Q3
	Of all the incoming calls this household takes, how many are received at home on a cell phone?  Would you say:

	
	

	
	(1)   All

	
	(2)   Most

	
	(3)   Some

	
	(4)   Hardly any, or

	
	(5)   None

	
	(97)  REF

	
	(98)  DK

	
	


Table 3.    Percentage and Frequency of Interviewer and Respondent Behavior Codes for Twelve Supplement Items

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Interviewer Codes1
	
	Respondent Codes1
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q Label
	N
	E
	mC
	MC
	PVF
	N
	AA
	qA
	IA
	RC
	INT
	D/R
	O
	Comments2

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q1


	(60)
	62%

(37)
	17%

(10)
	22%

(13)
	3%

(2)
	(60)
	95%

(57)
	
	3%

(2)
	2%

(1)
	7%

(4)
	
	15%

(9)
	PVF: P-, F

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	VER1


	(2)
	100%

(2)
	
	
	
	(2)
	100%

(2)
	
	
	
	
	
	
	Low N. 

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	VER2


	(10)
	80%

(8)
	10%

(1)
	10%

(1)
	
	(10)
	90%

(9)
	10%

(1)
	
	
	
	
	20%

(2)
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q1a


	(12)
	100%

(12)
	
	
	17%

(2)
	(12)
	83%

(10)
	
	8%

(1)
	8%

(1)
	
	
	8%

(1)
	PVF: P, V

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q1b


	(8)
	75%

(6)
	
	25%

(2)
	
	(8)
	100%

(8)
	
	
	
	
	
	
	Low N.  Data are an artifact of entry errors (see section II.B.)

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q2


	(58)
	90%

(52)
	5%

(3)
	5%

(3)
	5%

(3)
	(59)
	97%

(57)
	
	2%

(1)
	2%

(1)
	2%

(1)
	
	20%

(12)
	PVF: P-, V, V

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q2a


	(40)
	85%

(34)
	8%

(3)
	5%

(2)
	5%

(2)
	(40)
	100%

(40)
	
	
	
	3%

(1)
	
	3%

(1)
	PVF: P, V

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q2b


	(23)
	44%

(10)
	52%

(12)
	4%

(1)
	13%

(3)
	(23)
	96%

(22)
	
	4%

(1)
	
	
	
	17%

(4)
	PVF: P, P-, P-

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Continued on Next Page
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Superscript 1:   Because of multiple codes being assigned for a particular question, row percentages for interviewer or respondent behavior codes may sum to values greater than 100 percent.

Superscript 2:   In the “Comments” column, entries to the left of the colon refer to a particular column in the table (e.g., PVF) and values to the right indicate what the actual observations enumerated in that column were (e.g., “V,Vs” refers to one regular verify code and one silent verify code).
ABBREVIATIONS:   “N” refers to the number of times a question was asked (interviewer behavior codes) or a response given (respondent behavior codes); N is the base for all percentage calculations in a particular row.   With regard to interviewer codes: “E” refers to an exact question reading,  “mC” to a minor change in question wording, “MC” to a major change in wording, and “PVF” to probe, verify, or feedback, respectively.   “Vs” refers to a silent verify (i.e., interviewer enters information the respondent provided earlier in lieu of asking the question).    With regard to respondent codes:  “AA” refers to an adequate answer (i.e., an answer that matches a precoded response category), “qA” refers to a qualified answer, “IA” refers to an inadequate answer (i.e., one that does not match a precoded response category), “RC” refers to a request for clarification, “INT” refers to an interruption (usually with an answer) by the respondent, “D” refers to a response of “don’t know”,  “R” refers to a refusal to answer the question, and “O” refers to other (i.e., a miscellaneous category).  Use of the negative sign (-) indicates that a particular interviewer behavior was poorly executed; for example, V- might refer to a probe question that was leading.


Table 3  (continued)
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Interviewer Codes1
	
	Respondent Codes1
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q Label
	N
	E
	mC
	MC
	PVF
	N
	AA
	qA
	IA
	RC
	INT
	D/R
	O
	Comments2

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q2c


	(21)
	95%

(20)
	
	
	5%

(1)
	(20)
	85%

(17)
	
	10%

(2)
	5%

(1)
	
	
	15%

(3)
	PVF: P-

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q2d


	(17)
	88%

(15)
	6%

(1)
	6%

(1)
	6%

(1)
	(16)
	94%

(15)
	
	6%

(1)
	
	
	
	19%

(3)
	PVF: F

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q2e


	(9)
	78%

(7)
	
	22%

(2)
	
	(9)
	89%

(8)
	
	11%

(1)
	
	
	
	11%

(1)
	Low N.

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Q3


	(30)
	73%

(22)
	23%

(7)
	3%

(1)
	
	(30)
	63%

(19)
	3%

(1)
	13%

(4)
	13%

(4)
	3%

(1)
	
	17%

(5)
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Superscript 1:   Because of multiple codes being assigned for a particular question, row percentages for interviewer or respondent behavior codes may sum to values greater than 100 percent.

Superscript 2:   In the “Comments” column, entries to the left of the colon refer to a particular column in the table (e.g., PVF) and values to the right indicate what the actual observations enumerated in that column were (e.g., “V,Vs” refers to one regular verify code and one silent verify code).
ABBREVIATIONS:   “N” refers to the number of times a question was asked (interviewer behavior codes) or a response given (respondent behavior codes); N is the base for all percentage calculations in a particular row.   With regard to interviewer codes: “E” refers to an exact question reading,  “mC” to a minor change in question wording, “MC” to a major change in wording, and “PVF” to probe, verify, or feedback, respectively.   “Vs” refers to a silent verify (i.e., interviewer enters information the respondent provided earlier in lieu of asking the question).    With regard to respondent codes:  “AA” refers to an adequate answer (i.e., an answer that matches a precoded response category), “qA” refers to a qualified answer, “IA” refers to an inadequate answer (i.e., one that does not match a precoded response category), “RC” refers to a request for clarification, “INT” refers to an interruption (usually with an answer) by the respondent, “D” refers to a response of “don’t know”,  “R” refers to a refusal to answer the question, and “O” refers to other (i.e., a miscellaneous category).  Use of the negative sign (-) indicates that a particular interviewer behavior was poorly executed; for example, V- might refer to a probe question that was leading.




Table 4.  Difficulty Ratings Assigned to Problematic Supplement Items 

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	Interviewer Number
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Item
	TC
	1
	2
	3
	4
	5
	6
	7
	8
	9
	10
	Mean
	SD

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Q1
	TTC
	2
	1
	2.5
	1
	3
	1
	1
	2
	1
	1
	1.55
	0.762

	
	
	
	HTC
	1
	5
	1
	2
	2
	2
	1
	1
	2
	3
	2.00
	1.247

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	1.78
	1.032

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	VER1
	TTC
	io
	io
	io
	2
	2
	io
	1
	io
	io
	1
	1.50
	0.577

	
	
	
	HTC
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	1.50
	0.577

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	VER2
	TTC
	io
	io
	4
	4
	1
	1
	3
	1
	1
	1
	2.00
	1.414

	
	
	
	HTC
	1
	1
	io
	1
	2
	1
	1
	1
	1
	1
	1.11
	0.333

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	1.53
	1.068

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Q1a
	TTC
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	
	
	
	HTC
	1
	2
	io
	1
	1
	1
	1
	1
	1
	1
	1.11
	0.333

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	1.11
	0.333

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Q1b
	TTC
	io
	io
	5
	2
	4
	2
	2
	2
	3
	3
	2.88
	1.126

	
	
	
	HTC
	2
	3
	io
	1
	2
	io
	2
	1
	1
	1
	1.63
	0.744

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	2.25
	1.236

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Q2
	TTC
	2
	1
	3.5
	2
	2
	b
	2
	1
	1
	4
	2.06
	1.074

	
	
	
	HTC
	1
	3
	1
	1
	1
	2
	2
	1
	1
	2
	1.50
	0.707

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	1.76
	0.919

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Q2a
	TTC
	2
	1
	3
	2
	2
	1
	2
	1
	2
	4
	2.00
	0.943

	
	
	
	HTC
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	2.00
	0.943

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Q2b
	TTC
	2
	2
	4.5
	3
	4
	1
	3
	1
	5
	2
	2.75
	1.399

	
	
	
	HTC
	1
	3
	3
	1
	2
	1
	5
	1
	1
	2
	2.00
	1.333

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	2.38
	1.385

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Q2c
	TTC
	3
	1
	5
	2
	3
	3
	2
	3
	3
	5
	3.00
	1.247

	
	
	
	HTC
	1
	2
	3
	3
	3
	2
	4
	1
	1
	1
	2.10
	1.101

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	2.55
	1.234

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Q2d
	TTC
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	
	
	
	HTC
	1
	3
	1
	3
	2
	1
	3
	2
	1
	1
	1.80
	0.919

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	1.80
	0.919

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Q2e
	TTC
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-
	-

	
	
	
	HTC
	1
	4
	4
	2
	3
	1
	3
	3
	1
	1
	2.30
	1.252

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	2.30
	1.252

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	
	
	Q3
	TTC
	2
	1
	5
	3
	4
	1
	4
	2
	2
	3
	2.70
	1.337

	
	
	
	HTC
	1
	4
	2
	4
	4
	1
	4
	2
	2
	1
	2.50
	1.354

	
	
	
	
	
	
	
	
	
	
	
	
	Totals:
	2.60
	1.314

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	

	Table 4 continues on the next page.

	


Table 4 continued

	
	

	
	Question and Scale Used to Rate Problematic Supplement Items:

	
	

	
	Q.  Based on your experiences this past week, about how frequently did the respondents you interviewed have difficulty providing an adequate answer to this question?

	
	A/1:  Never or rarely ( 0 to 10% of the time

	
	B/2:  Occasionally ( some % between A and C

	
	C/3:  About Half the Time ( approximately 40-to-60% of the time

	
	D/4:  A Good Deal of the Time ( some % between C and E

	
	E/5:  Almost Always or Always ( 90 to 100% of the time

	
	
	
	

	
	Abbreviations: “TC” for telephone center; “TTC” for Tucson Telephone Center; “HTC” for Hagerstown Telephone Center;  “b” for blank entry; “io” for insufficient observations to rate item.

	
	
	
	

	
	Notes:  TTC interviewer number 3 assigned two precodes to several items which resulted in fractional (average) values for these items.  Dashes (-) signify that the item was not identified as problematic by a group of interviewers and therefore was not rated.

	
	
	
	
	
	
	
	
	
	
	
	
	
	
	
	


   Table 5.   Four Debriefing Questions Targeting Supplement Item Q3 
	
	

	Total N
	Debriefing Questions

	TTC+HTC=n
	

	
	

	
	

	N=20
	DQ1:  To whom in the household does Q3 pertain?

	8+8=16
	<a>  Everyone listed on the household roster (adults and children)

	1+1=2
	<b>  Just adults and older children (15+)

	1+1=2
	<c>  Anyone in the household who owned a cell phone

	0+0=0
	<d>  Other

	
	

	N=19
	DQ2:  To which types of telephone calls does Q3 pertain?

	6+8=14
	<a>  All landline and cell phone calls received at home, work, shopping, etc.

	0+0=0
	<b>  To landline and cell phone calls received at home and work only

	3+1=4
	<c>  To landline and cell phone calls received at home only

	0+1=1
	<d>  Other

	
	

	N=20
	DQ3:  What do you think the reference period might be for Q3?

	3+1=4
	<a>  Typical month

	1+6=7
	<b>  Typical week

	2+1=3
	<c>  Typical day

	4+2=6
	<d>  Other

	
	

	N=20
	DQ4:  Did respondents understand Q3 the same way you did?

	4+8=12
	<a>  Yes

	6+1=7
	<b>  No

	0+1=1
	<d>  Other

	
	

	
	

	Note: Correct answers, as specified by the sponsor (and/or the supplement interviewer manual) appear in italics for DQ1, DQ2 and DQ3.  Also, in reading these hand-written questions to interviewers, the moderator embellished question wording in an effort to enhance comprehension.

	
	


Testing the EU-SILC minimum income question

Merja Kallio

In this paper I will discuss the question of the EU-SILC (EU Statistics on Income and Living Conditions) survey on minimum income, or the variable ”lowest income to make ends meet” (Eurostat 2003). The question concerning minimum income studies subjective, or self-perceived, poverty. I will describe the entire testing process of the question. The EU-SILC pilot survey was conducted in Finland in March 2002. The minimum income question was tested with cognitive interviews in summer 2002. I will also be presenting results from behaviour coding from spring 2004. 

Problems in measuring and asking about subjective poverty - background

Subjective measurement of poverty has its benefits, as well as problems. The only way of finding out what the smallest sum of money would be with which the target person could live for a month is by asking him or her directly. However, the question may be interpreted in different ways depending on the circumstances. Poverty also has different meanings in different cultures. (Dean & Melrose 1999.)

Subjective poverty has been measured with slightly differing methods and questions, but all the methods endeavouring to define subjective poverty exploit in one way or another a minimum income question, MIQ. MIQ is designed to measure the smallest income required to live ‘decently’ or ‘adequately’ or to ‘get along’ or ‘make ends meet’. The exact wording of MIQ varies considerably in different studies. Townsend et al. (1997, 19) were critical of different euphemisms used in subjective poverty inquiries. In their opinion one should ask the public directly how much money is needed to avoid poverty if one wants to construct subjective poverty lines. Also at the international level we do not actually know how respondents understand the different euphemisms and how those euphemisms relate to the concept of poverty in people’s minds. Different people might understand the concepts of ‘needs’, ‘poverty’ and ‘making ends meet’ in different ways. (Townsend et al. 1997, 19.)

From Eurostat’s definitions to the Finnish pilot question

The EU-SILC survey is ’output harmonised’, meaning that its variables and concepts are harmonised, but the question wordings with which data on those variables are produced have not been predetermined. Each country may formulate the wording of the questions itself. Register data may also be used, if it is possible.

In order to be able to establish how the respondents should answer the minimum income question of the EU-SILC survey, one must first analyse what the question is trying to find out and how the variable has been defined. One should also think what the question should be like so that it would produce the variable of ”lowest monthly income to make ends meet”.

The questions of the EU-SILC survey – and those of the ECHP survey before it – on subjective poverty also use the euphemism ‘make ends meet’. Eurostat’s Concepts (Eurostat 2001a) states that the results will be used as an indicator of subjective poverty, although no direct reference to subjective poverty is then made in subsequent descriptions of the variable. The Concepts defines the variable as follows (Eurostat 2001a, 54):

The household respondent’s perception of the lowest net monthly income the household would need to ’make ends meet’. 

’Net’ income refers to income after the deduction of tax and social insurance.

The household respondent’s own perception of ’making ends meet’ should be used.

The question should be answered in relation to the household’s present composition and expenses.
About the concept the same paper states:

”This… item can be used to construct a ’subjective poverty’ indicator whereby a household is considered poor if its total income is below what it considers to the lowest monthly income to ’make ends meet’. It can also be used to assess the level of welfare provision for different groups (e.g. households of different sizes, older adults, families with children) relative to their own perceived needs.”
Eurostat formulated the draft questionnaire for the pilot survey. A model for this question was only formulated in English for the pilot testing, and countries could formulate their own language versions of it. The draft question read as follows (2001b):

”In your opinion, what is the very lowest net monthly income your household would have to have in order to make ends meet? Please answer in relation to the present circumstances of your household, and what you consider as ’making ends meet’.”
In the EU-SILC Description of Target Variables from January 2002 (Eurostat 2002), the variable is described as follows:

HS130: Lowest monthly income to make ends meet

SOCIAL EXCLUSION: (Non-monetary household deprivation indicators)

Cross-sectional and longitudinal

Reference period: current

Unit: household

Mode of collection: household respondent

The household respondent’s perception of the lowest net monthly income the household would need to ‘make ends meet’,

‘Net’ income refers to income after the deduction of tax and social insurance.

The household respondent’s own perception of ‘making ends meet’ should be used.

The question should be answered in relation to the household’s present composition and expenses.

The definition of the variable imply that the respondent could be any member of the household, the respondent must answer according to his or her own perception taking into account the household’s present composition and expenses. The formulation of the question in Finnish is difficult because there is no precise equivalent to the expression of ’making ends meet’ in the Finnish language.

Cognitive pre-testing

The pilot data collection for the EU-SILC survey was conducted in Finland in March 2002. The interviewers were instructed to try and carry out half of their interviews by phone, the other half of the households selected should be paid a visit. The interviewers were free to choose themselves which households they telephoned and which ones they visited. There were 110 CATI- and 112 CAPI-interviews. In the interview, the minimum income question was presented as follows:

S45 (O)

Now think about how much money is needed per month to satisfy your whole household's present needs. In your opinion, what is the very lowest net monthly income your household would have to have in order to make ends meet? 
The question is marked with the letter code (O). The interviewing method of Statistics Finland divides questions into two categories: factual (F) questions and other (O) questions. Questions coded with (O) concern the respondent’s opinions, knowledge and estimations. O-questions must be asked exactly as they are worded on the questionnaire, without making any changes to them at any time. If the respondent does not understand the question, it must be repeated precisely as written down on the questionnaire. Slightly more freedom is allowed in asking factual questions: they are first read exactly as they are on the questionnaire but if the respondent does not understand them the interviewer may present them again in his or her own words using the definitions of the working instructions. (Interviewer’s Guide 2004.)

The interviewers of the pilot survey reported a lot of problems with the MIQ: understanding of the question fluctuated widely, the respondents gave very high or very low sums or had serious difficulty in coming up with a sum. For this reason it was decided that the question should be tested at the SurveyLaboratory of Statistics Finland in summer 2002.

Fifteen face-to-face cognitive interviews were conducted in summer 2002. The main concern was with “lowest monthly income to make ends meet” but we also included some other questions from the EU-SILC survey in the interview protocol to make the context right. Retrospective think-aloud method and probes were used.

The understanding of the MIQ varied considerably. The perspective from which the question should be approached was not clear to the respondents. Their perceptions of what should be regarded as present needs varied considerably. Some thought of just food and housing (or food and clothing, but forgetting housing), some included in present needs almost all costs of living, leisure activities, travelling, hobbies and communications (telephones, newspapers, TV…). Others with a loan also included its repayments in present needs, but the others did not. Answering was particularly difficult for the respondents who were relatively well off and did not have to think about their everyday use of money. The respondents said that they understood the reference time period of the question, i.e. they said they answered according to their present situation.

The study of Forma et al. (1999) focuses on defining the standards of living of  “just about getting by”, “reasonable” and “luxurious”. We exploited these concepts in our testing and at the end of the interview asked the respondent directly what kind of standard of living he or she had thought about when answering the minimum income question. Well above one third of the respondents said they had thought about “reasonable” standard of living while the rest said they had thought about “just about getting by”. Indeed, some had thought about all their ”present needs” and some about “the minimum to make ends meet”, excluding certain needs.

The MIQ in the data collection phase of the EU-SILC survey in spring 2004

In a later variable list of the EU-SILC survey (Eurostat 2003) the question is defined precisely the same way as in the variable definition HS130 described above on page 2 of this paper. The countries are also free to select the data collection method themselves. In Finland the data were collected with telephone interviews.

Although the definition had not changed, the Finnish project group on the EU-SILC survey altered slightly the formulation of the question on the fieldwork questionnaire. The ”new” question read as follows:

EL8 (O) What is the smallest amount of net income per month with which your household can make ends meet continuously?

For quality analyses of the EU-SILC survey, a decision was made to complete extensive testing and at the same time do the very first trials with a behaviour coding method at the SurveyLaboratory of Statistics Finland. Below is a report of the results obtained with behaviour coding concerning the minimum income question.

Behaviour coding

In spring 2004, nine interviewers audio recorded a total of 41 interviews around Finland in connection with the EU-SILC data collection. The behaviour codes selected for use at the SurveyLaboratory are based on international literature (Mathiowetz 2002; Fowler & Cannell 1996, 28-30; Dijkstra 2002). The codes were revised to suit the interviewing method of Statistics Finland. I listened to and coded the interviews, after which our graduate trainee coded the tapes for the second time. Comparison of the reliability of the two codings is still unfinished. The coding focused on individual speech acts, in other words, the speech acts of the interviewer and the respondent were assigned different codes. Prompting questions were also assigned their own codes.

The coding proved that there are still some serious problems with the MIQ. The respondents find it very difficult to answer. Behaviour coding has been viewed as problematic because it locates the problems but not the real reasons behind them (Snijkers 2002). However, as I had previous experience from earlier testing and listened to the audiotapes myself, I am to some extent also able to interpret problems with this newer formulation of the question.

There was a significant response delay in answering this question in all 41 interviews, which proves that the answering was not easy. In 65 per cent of the interviews the question received respondent codes indicating problems. The following table shows the behaviour codes recorded for the respondents in the minimum income question.

Table 1. Behaviour codes recorded for respondents in minimum income question


	Code
	%

	missing*
	3

	v1
	32

	v3
	24

	v4
	3

	v5
	5

	v7
	27

	v8
	3

	v9
	3

	Total %
	100


* Code missing due to technical problems in audio tape recording

A clear problem concerning wording was observed in the question. The end of the question reads: ”…your household can make ends meet continuously”. This made some respondents report clearly their present factual net income, and not the income with which they could make ends meet. A further problem concerned the expression ‘continuously’. According to the definition of the variable the measurement should concern present situation. However, ’continuously’ refers to a longer-term situation. Over what time span can this ’continuously’ remain unchanged? The respondents did not express problems with the wording ‘continuously’ audibly, even though it does contain the aforementioned inherent problem.

In the EU-SILC survey, the respondent can be any member of the household. The household respondent should be the person responsible for the accommodation or a ’household member aged 16 and over who is the best placed to give the information’ (Eurostat 2003). The problem is that all households may not necessarily have just one person who is responsible for its finances. All household members simply CANNOT answer the question. This creates problems in a telephone interview, when another member of the household is summoned to the telephone, or the interviewer has to telephone the household again later. 

Comparability of the O-questions is problematic for the same reason. If any household member can answer this question, the comparability of the O-questions loses its foundation. Whose opinions should be compared? Can a household have an opinion? Does every respondent know the opinions of all other household members about this question? The problem actually becomes a sampling problem.

It could be clearly heard from the audiotapes that some respondents added up all their expenditure items: car, petrol, insurance, loans, food, newspapers, telephones, TV licence… Others tried to ask the interviewer for help: ”If loan repayments are not included, then €1,200…” Thus, respondents answer differently irrespective of their life situation. Respondents in similar life situations or living conditions may include different expenses when summing up.

Answering was especially difficult for self-employed farmers. Some respondents included farm expenditure while others did not. The interviewer’s work instructions did not state separately whether the respondent should be advised to include or exclude farm expenditure nor it is stated in Eurostat’s variable description. Self-employed farmers frequently asked for clarifications to the question: ”Does this mean just the household or also the farm?”, ”Should farm expenditure be included?”, ”Should only this private household be included or…?”. The idea of the O-questions is that the interviewer must not help the respondent even in this kind of a situation. However, the interviewers answered in some way at least to the questions of the respondents: ”It means the household, but when everything is interrelated…”, ”Well, it is that sort of a marriage with farming that when things go poorly for the farm they also go poorly for the household…”, ”Private household, but it is very difficult to distinguish in farming…”. These assisting comments of the interviewers may lead the respondent in one direction or another, which may produce quite haphazard answers.

Discussion

Eurostat’s definition of the variable is somewhat unclear or ambivalent. It is unclear whether the respondent is asked to estimate what amount is needed to maintain the household’s present living standard OR what amount is needed to keep the household above some poverty line.

The question itself and its instruction carry both ideas. In the instruction the respondent is asked to think about his present needs and present structure of consumption, but the question itself seems to be limited to the resources needed to fulfil the necessities. It is not clear what is aimed at. This ambiguity should be removed by clarifying the instruction. The respondent should be instructed about a certain standard of living and how the question should be approached. If the aim is to survey subjective poverty lines, the word poverty should not be avoided. Respondents could be asked to estimate how much money they would need for not thinking of themselves as being poor.

The test data makes it clear that there are problems and that there are differences in the subjective meanings attached to ’present needs’, making ends meet, and poverty. Matters associated with subsistence mean different things to different people within the limits of cultural discourses. For some, mere fulfilment of necessary minimum needs may represent ”reasonable standard of living”, while for others ”just about getting by” may include leisure activities and hobbies. Also respondents approximately in the same living situation may answer very differently to the MIQ.

In the United States, subjective poverty has been studied with Gallup surveys since 1947 (Townsend et al. 1997). In Europe, subjective poverty lines have been elaborated and tried out in diverse studies since the 1970s. The subjective method is problematic in many ways. Even minor changes to the question setting can alter the respondents’ interpretations. (Lindqvist 2003, 4)  Literature makes references to the measurement of subjective poverty with a minimum income question. However, caution should be exercised when interpreting answers to such questions; people may interpret them in a variety of ways. Even conceptual discussing of subjective poverty is in certain respects inadequate. Where is the line between minimum and reasonable and who has the right to define it?

Eurostat’s definition does not make it clear whether the measuring should concern reasonable or minimum level of income. To get the question of the EU-SILC survey more functional, there should be an unambiguous definition of the information that is sought with it. Experiences from earlier surveys could be utilised in the formulation of the question, for example Forma (et al. 1999) made a distinction between minimum and reasonable by separating them into different questions. The test data can provide an answer to the question of what precisely is studied with the MIQ. As such, the question does not capture the subjective “poverty line” of all respondents.
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Cognitive Pre-tests in Spanish National Statistics Institute

Miguel Ángel Martínez Vidal

Isabel Esteban Contador

Spanish National Statistics Institute (Spain)

José Luis Padilla García

University of Granada (Spain)

The Spanish National Statistics Institute and the University of Granada are collaborating to develop cognitive pre-tests for population and household surveys. The final objective is to improve the quality of data.  This paper describes examples of the principle methods of cognitive pre-tests used under different conditions, although in all the studies diverse methods were employed simultaneously.  The first study concerns the pre-test for the Spanish Labour Force Survey questionnaire (CATI and CAPI). The use of cognitive interviews has improved the measurement of ‘actual hours worked’ and ‘usual hours worked’. A total of 57 cognitive interviews were conducted. Interview protocols were designed to obtain information on question comprehension, information retrieval and response selection by respondents.  In the second study, behavioural coding was used to obtain information on the ‘question-and-answer’ process in questions on earnings. Behaviour during 40 cognitive laboratory interviews was codified.  The third study describes the use of discussion groups during the pre-test for a survey on health and sexual habits (CASI).  Finally, aspects which require further debate are also discussed, such as the report on pre-test results, procedures for data analysis and convergence of methods.          

Testing a Household Roster


Peter Prüfer and Margrit Rexroth

ZUMA, Mannheim, Germany

In our presentation we talk about an example of our practical work at ZUMA. It’s not an experiment. It‘s a story about two tests in which we have evaluated a special kind of household roster.

Test 1

Goal:
Evaluating all questions of a self-administered paper-and-pencil questionnaire for a special survey project of the Federal Statistical Office Germany.
The questionnaire consisted of two parts:

Part 1: A special kind of houshold roster

Part 2: Old and new questions about the household

Only part 1 is of interest in our story.

The household roster was a matrix in which the resondent had to fill in the relationships of each other for all members of the household. This matrix had been used for years by the Federal Statistical Office Germany in different surveys.

Method:

We used our normal procedere to test self-administered questionnaires. In addition, we tried to find out what kind of problems the testperson had to fill in the matrix, but we didn‘t put too much effort into finding this out.

Main result:

Most of the testpersons couldn’t fill in the matrix correctly.

Test 2

Goals:

Evaluating only the matrix with its elements

Finding out the specific reasons why testperson had filled in the matrix not correctly.

Method:

The interviews were conducted by ourselves in the cognitive lab and video-taped. We observed the complete behaviour of each testperson and explored problems intensively.

Test 2 produced new findings which we didn‘t expect.

Main result:

Just like in test 1, most of the testpersons couldn’t fill in the matrix correctly, but now we detected the specific reasons why the testpersons had problems with the matrix.

In our presentation we give an overview of the results of both tests. In addition we show a short video clip which demonstrates the problems of a testperson with the matrix. 

Finally we present what we have learned from these two tests:

Different methods can produce different results.

The need for testing your solutions in a second test.
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The U.S. Census Bureau has, over the last three years, developed a series of standards, principles, and guidelines that cover a wide variety of topics to standardize and ensure the quality of the Census Bureau’s products.  One that is particularly suited to the goals of QUEST is the standard for pretesting questionnaires and related materials for surveys and censuses.  At one of the very first QUEST meetings, developing standards for pretesting across the member statistical agencies was viewed as one of the goals of the group.  My paper describes the Census Bureau’s attempts to develop such standards. 

The Census Bureau had a policy in place since 1995 that applied to it demographic area, which conducts household surveys.  The standard I will be talking about today expands that policy to pertain to all the censuses and surveys the Census Bureau conducts. 

Developing the standard was a time consuming process.  An interdivisional committee consisting of the authors, represented the decennial, demographic, and economic, and research areas of the Census Bureau. We held numerous meetings to discuss the issues involved in pretesting, what should be included as part of a standard, and how differences between the surveys conducted by different areas of the Census Bureau should affect what is included in the standard.  At the same time as we considered what the optimal components of the standard should be, we also had to keep in mind the practical limitations imposed by being able to put the standards into practice.  After many drafts and discussions with managers in the survey operations areas, a standard was approved by the executive staff in July, 2003.

The standard includes a minimal standard and three recommended standards.  The minimum standard is required, but the three recommended standards apply to special types of data collections, and are not currently required.  Their status may change, however, as the standard is reviewed over time.  Current plans are to reviews the standards after 5 years.  The standard also includes an attachment that describes a variety of pretest methods.  In this paper, we present the content of the standard, outline the different pretesting methods, and give an example of how the standard is applied.  Interested readers can download a copy of the standards from the following web address: http://www.census.gov/srd/pretest-standards.pdf.
Minimum Standard

So...what is the minimum standard?  The minimum standard requires testing that exposes respondents to the questionnaire and shows that the questionnaire “works.”  Whether a questionnaire works is kind of ambiguous; there are no concrete statistical criteria that must be met.  The theory is that by getting respondents to try out draft versions of the question, we learn about potential data problems and have an opportunity to correct them before they are encountered in the field.

Evidence that a question works can include the results of pretesting conducted by the Census Bureau, the survey sponsor, or a contractor.  It can also include the results of research demonstrating that the use of the question in a prior survey worked.  Not just that it was used, but that it worked.

This minimum standard applies to testing English-language questionnaires as well as all foreign languages that will be used in data collection.  The Census Bureau currently has guidelines for translating questionnaires into foreign languages and we are in the process of developing guidelines for pretesting questionnaires in foreign languages.  In the meantime, the procedures that are used for English-language questionnaires are being adopted for testing of questionnaires in foreign languages.

The minimum standard also applies to all questionnaire versions when multiple modes of questionnaire administration are conducted.  Often meaningful changes, such as changes to the wording or format of the questions, are made to reflect mode-specific functional constraints or advantages.  According to the standard, each version must be tested to facilitate maximum consistency in the interpretation of question purpose across modes, despite the structural or presentation differences. 

Recommended Standards

As noted previously, there are three recommended standards, which apply to surveys and censuses with special circumstances.  The first is a recommended standard for data with major policy implications, which we define as key economic or socio-economic indicators.  The standard contains a list of what these indicators are; for example, the unemployment rate and the poverty rate.  It recommends that split panel testing be undertaken whenever changes are made to the questionnaires, since changes in survey questions or procedures may affect the continuity of time series data.  This allows the Census Bureau to isolate the effects of real changes in the statistics over time from changes due to alterations in the questions, survey design, or mode.  This may not be cost-effective for other surveys, because the large costs involved in mounting a split panel test can only be justified for surveys with important policy implications. 

The second recommended standard is for supplemental instruments and materials.  The standard recommends testing of such things as advance letters, reminder postcards, supplemental instruction sheets, and letters mailed with replacement questionnaires.  The focus here is on the decennial census of population and housing, because of its high profile and the large impact that procedural failures have.  It is important to test all the pieces of correspondence to respondents,

or to base letters and instructions on prototypes or boiler plate language that has been pretested.

 It is also important to view all the components of a mailout to respondents as a whole, to prevent errors visible to the general public and the media that might reflect badly on the Census Bureau.  This includes testing the outgoing envelope and all its components, depending on what is relevant.  It could be communication in advance of the questionnaire mailout or the self-administered questionnaire package itself.  In addition to communications in the census itself, the second recommended standard also advocates testing of data collection instruments for pre-census operations such as permanent address listing, block canvassing, and group quarters frame development.   

The third recommended standard is for electronic self-administered questionnaires.  It recommends that the entire programming operation be tested, not just the form.  This includes such things as the log-in or access mechanisms used by respondents, interfaces for navigating between screens, the performance of the automated edit functions, the design of the help screens, and the utility of the submission procedures.  Such broad testing will uncover usability problems related to the platforms used by respondents, the design of the screens, navigation through the instrument, and bugs in the software.  Some program areas of the Census Bureau have tested and adopted a style guide for creating electronic instruments.  As long as the style guide has been tested, interfaces designed according to its criteria do not need to be pretested.

Synopsis of Pretesting Methods

In addition to stating the rules to be followed in pretesting, the standard attempts to familiarize employees with the methods that can be used for pretesting.  The standard includes a 9-page description of a variety of pretesting methods, including both qualitative and quantitative methods, and methods used during questionnaire development (which we can pre-field methods) as well as field testing.  This document is meant to be broad in scope, including methods that are commonly used only for economic surveys, and describing the demographic and economic uses of others.

The general rule for whether a pretesting method meets the standard is whether it involves some kind of testing with respondents.  This excludes expert reviews, in which questionnaires are reviewed by subject matter experts or survey methodologists for potential problems.  This was a deliberate decision; the questionnaire needs to be tested with respondents to be able to show that it works.  The standard explicitly states that expert reviews are allowed only under extreme time pressure, although it is described in the document. 

Figure 1 includes a list of the methods described in the document, broken down separately for pre-field techniques (those that are used during the development of the survey questionnaire) and field techniques.  It shows whether each one is qualitative or quantitative, and whether it is used for demographic surveys, economic surveys, or both.  A brief description of each of the methods listed follows.   

Respondent focus groups are used in both demographic and economic surveys to gather information about a topic before questionnaire construction starts.  Groups of between 8 and 12 respondents are led by a trained facilitator to elicit information about how respondents structure their thoughts about a topic, how they understand general concepts or specific terminology proposed for the survey, and whether they think proposed survey content is sensitive.

Exploratory studies tend to be used differently in demographic and economic surveys.  In both cases the involve unstructured interviews between researchers and potential respondents in preliminary stages of questionnaire development.  But in demographic surveys, they focus on potential respondents’ understanding of terms, concepts, and cultural influences, while in economic surveys, they focus on the match between desired data and available data in company records.

Cognitive interviews consist of one-on-one interviews using a draft questionnaire in which respondents are asked to provide information, either during the interview or after the questionnaire is completed, about how they interpreted the questions and how they arrived at their answers.  Demographic and economic questionnaires use the same general type of cognitive interview process.

Usability techniques are one-on-one encounters between researchers and respondents that focus on the design elements of electronic questionnaires, such as language, fonts, icons, and layout.  They often reveal information about the question wording as respondents navigate through the questionnaire.  

Methodological expert reviews are conducted by survey methodologists or questionnaire design experts rather than subject matter experts, and their objective is to evaluate the questionnaire for potential respondent and interviewer task difficulty.  The asterisk on the slide denotes that, as I noted before, this method used alone is not sufficient to meet the pretesting criteria.  

Behavior coding applies only to demographic surveys because it is an interview-focused technique, and the Census Bureau conducts its economic surveys by mail.  It involves systematic coding of the interaction between interviewers and respondents from live or taped telephone or field interviews to collect quantitative information.  The behavioral aspects that are coded are ones that are associated with questionnaire problems, such as interviewers misreading the question or respondents requesting clarification after the interviewer asks the question.

Respondent debriefing involves using a structured questionnaire following data collection to elicit information about respondents’ interpretations of survey questions.  These can be quantitative if precoded categories are used in the questionnaire or qualitative if extensive open-ended questions are asked.  For demographic surveys these additional questions are generally added at the end of the telephone or personal visit interview; for economic surveys, they are more likely to take the form of a supplemental questionnaire included in the mailing package.

Interviewer debriefing is another method that only applies to interviewer-administered questionnaires, and thus only to demographic questionnaires at the Census Bureau.  It involves using the accumulated knowledge of survey interviewers as they administer the questionnaires to provide insight into questionnaire problems.  As the asterisk on the slide indicates, its use alone is not sufficient to meet the pretest criteria since it does not include direct contact with respondents.

Analysts’ feedback is a method unique to the economic area.   It involves review of records compiled by program staff analysts as they conduct their routine survey responsibilities of  following up with respondents to investigate suspicious data flagged by edit failures, or responding to inquiries by respondents who are phoning in for help.  Because the method itself does not involve contact with respondents, it does not meet the pretest criteria.

Split panel tests refer to controlled experimental testing of questionnaire variants or data collection modes to determine which one is better or to measure differences between them.  This is appropriate for both demographic and economic surveys, and allows the effects of changes in the instruments being varied to be separated out from the effects of real change over time.

Analysis of field pretest data refers to analysis of item nonresponse rates, imputation rates, edit failures, and response distributions from the data collected during the field test.  This is obviously all quantitative data, and the types of measures calculated may differ between demographic and economic surveys.  For example, edit failure rates are more frequently reviewed in economic surveys than demographic surveys, while the opposite is true for item nonresponse rates. 

Use of the Minimal Standard  

Most of these methods can, under the right circumstances, meet the pretesting standard.  However, in reality, pre-field methods, and most frequently cognitive interviews, are most likely to meet the strict deadlines that generally exist for making changes in production surveys.  That being the case, we next present an application of the use of the minimal standard. 

The Center for Survey Methods Research in the Statistical Research Division recently conducted cognitive testing of newly proposed identity theft questions for the National Crime Victimization Survey.   Initial testing of this series of questions showed several problems. 

Respondents were asked a series of yes-or-no questions about whether someone used or tried to use a household member’s credit card or credit card number without permission, whether someone used or tried to use any existing accounts other than a credit card, and whether someone used or tried to use personal information to run up new debts.  After these questions,  respondents were instructed to answer the remaining questions about the most recent one of these episodes.  We learned from respondents that this was simply not always possible, since the incidents themselves may have involved multiple types of issues.  Another question asked whether the respondent knew the person who misused the information.  Although the intent was to see if the respondent ever found out who did it, that was not always the response provided.  Most respondents thought we were asking if they knew the person personally, and so they misreported.  These problems were so blatant that the questions were revised after a few interviews were conducted.  Subsequent testing was conducted, and after the third round of interviews, the problems seemed to have been eliminated and no new problems identified.    

 At the end of the cognitive testing, staff prepared a report containing the results, recommendations for questionnaire revision, and discussions of other issues that arose during the testing.  A joint meeting between the sponsor, the Census Bureau’s Crime Statistics staff, and CSMR staff who conducted the pretesting was held to discuss the issues, the recommendations, and finalize the questionnaire.  In the vast majority of cases, the recommendations were either accepted as is or in a modified form.  In this way the standard can be used to provide evidence that the questions work before they are fielded. 




Figure 1.  List of Pretesting Methods Included in Pretest Standard
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How to measure the uninsured in the US
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Joanne Pascale

March, 2005

This talk will summarize a fairly extensive course of research, stretching over six years, focusing on a single research question: how to best measure the uninsured in the U.S. This research question arises for a number of reasons: there are several major surveys that measure the uninsured, but all employ different methodologies and all produce different estimates. Given that there are no centralized administrative records that would indicate the ‘true’ number of uninsured, it is very difficult to know with any certainty how many uninsured there are. Surveys, therefore, are the main source and policymakers are at something of a loss to know which survey produces the ‘best’ estimates.

While it will be necessary in this talk to give an overview of the U.S. health care system, the primary focus will be on crafting a long-term research agenda to identify survey design features that are associated with measurement error. Developing such a research agenda involves first identifying all relevant surveys and their design features, examining any prior research, and then identifying fruitful areas for future research, both qualitative and quantitative. This talk will summarize prior research on measuring the uninsured, discuss how and why certain design features were selected for further research, and give highlights of finding from original research.

Office for National Statistics Qualitative Respondent Register

Amanda Wilmot & Jacqui Jones & Elspeth Maclean

Establishing a comprehensive and efficient sampling frame to inform recruitment methodology is a prime consideration for those involved in the practice of qualitative research. The frame must provide the details required to inform and facilitate the selection, cover the breadth of the research population, provide sufficient numbers of potential participants and be easily manipulated to aid stratification. 

There are many different methods for sampling participants for qualitative research including follow-up of quantitative survey respondents, administrative data or indirect sampling techniques such as snowballing. These methods may be applied by the research institute itself or by professional recruitment companies.

The Office for National Statistics (ONS) has built it’s own qualitative respondent register from data collected by the National Statistics Omnibus survey of individuals living in private households in Great Britain. The register is built using details of respondents to the monthly survey, who have given permission for ONS to contact them again for future research. Omnibus respondent details, including around 50 classificatory variables collected during the Omnibus interview, are maintained in a secure environment.  

This paper discusses the advantages and disadvantages of various qualitative sampling and recruitment methodologies and details the advantages and disadvantages of using the ONS respondent register.
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Code explanations:


v1 – appropriate answer without significant communication,


v3 – requests clarification/repetition,


v4 – uncertainty about meaning,


v5 – uncertain/conditional answer,


v7 – problems in answering, ambiguity of set task,


v8 – don’t know,


v9 – inappropriate answer, does not correspond with the objectives of the question








�   Regarding my role and responsibilities in this effort, I was asked by one of the sponsor’s representatives to conduct the post-survey evaluation work (behavior coding and interviewer debriefing); however, prior to conducting that work, I was also provided with the opportunity to monitor many of the cognitive interviews that were conducted during the pre-survey evaluation phase.  On that basis, I made a number of suggestions to the design team regarding  item wording; some of those suggestions were adopted, others were not.


� During the process of behavior coding, it became obvious that some respondents were having difficulty with the estimation task imposed by Q3.  In an effort to determine what interviewers understood the intent of this question to be, I decided to ask a set of unscripted debriefing questions during the two focus groups that followed several days later.  Recall that only the reference period was specified in the supplement instructional memorandum.  The answers to those unscripted debriefing questions are summarized in Table 5.  Surprisingly, interviewers were least accurate in their responses on the only element that was explicitly specified (i.e., the reference period).


� For example, given the prevalence of call-screening devices, one could reasonably assume that some respondents might not want to report that they take incoming calls on a landline number—the motive being to avoid receiving/taking calls from unfamiliar parties.  One indirect means of testing such a hypothesis would be to review response-distribution data and analyze cross-tabulation data to uncover highly unlikely response patterns—and I did so by examining supplement items Q1b and Q2.  When items Q1b and Q2 were cross-tabulated (total N=5940), approximately 10% (n=570) of the respondents who said they did not have a cell phone (Q2: “no”) also said they did not take incoming calls on their only landline number (Q1b: “no”).  Now, given the high cost of having a landline number—and not owning a cell phone or any other obvious means of communication with the outside world—why would respondents say that they do not take incoming calls on their only landline number?  There are plausible reasons, to be sure (e.g., no friends or family; only communicate via computer); however, it seems more likely that a fair number of respondents may simply wish to avoid being contacted by individuals who conduct surveys or sell unwanted products or services—and if so, they may misreport.  The point of this illustration is that this issue (and other logical inconsistencies in the data) could have been addressed by developing a set of response-specific debriefing questions for just this sort of situation.  The 570 respondents in this group could have been asked the following open-ended debriefing question:  “You mentioned earlier that you do not take incoming calls on your landline number.  If there were an emergency involving friends or family, by what means could a concerned individual contact you?”  The data/information provided by asking such a question, not to mention the response latency, could potentially be very useful.  [Esposito, 2004(b), p. 21]
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