Who Is More Likely To Attend?  A Study Of “No-Shows” In Qualitative Research
Benoit Allard

Since early 2005, Statistics Canada’s Questionnaire Design Resource Centre has been compiling basic information on people who were recruited to participate in cognitive interviews and focus groups.  In addition to the variable of interest (whether the recruit actually attended the interview or focus group), information is being gathered on two broad categories of variables: 1) information about the testing activity (such as the topic under study, the testing methodology, language, location and time of testing, amount offered to participants, etc), and 2) basic demographic information about the recruited person.
The resulting data are now being explored to look for correlations between the recruits' characteristics and their likelihood of actually showing up for the interview or focus group.  Through this study of “no-shows”, we hope to find answers to questions such as: Are there factors (or combinations thereof) that influence a recruit's likelihood of participating in the study?   Can we identify these factors and adjust recruiting specifications to account for them (for example, by over-recruiting when the risk of having “no-shows” is high)?  Which companies are better at finding recruits who actually participate?  How much does the amount offered to recruits influence their turnout?  In this talk, I will present the first results from this exploratory analysis.

On Ethics and Integrity in Cognitive Interviewing Practice
Paul Beatty

Assuming that proper procedures and confidentiality safeguards are in place, the act of asking questions to willing participants is generally benign.  This applies both to large scale data collection and to the pre-testing and development activities that QUEST members take part in.  However, recent cognitive interviewing experiences have suggested that it is worth considering a few additional safeguards to prevent (1) undue consequences to research participants, and (2) the potential for collaborators to influence findings when they have a particular stake in the outcome of the testing.

One of the few risks of cognitive interviewing is emotional, i.e., upsetting participants when the discussion touches on sensitive issues.  This risk is generally seen as minimal, given that participants are usually aware of the topic in advance.  However, while cognitive interviewing draws cues of interviewer detachment from survey interviewing practice, the actual depth and intimacy of discussion may have little resemblance to its survey model.  Does this exacerbate discomfort?  Perhaps more importantly, when testing draft questions that may prove too controversial for production surveys, does the model of interviewer detachment have the potential to influence attitudes or even behaviors in unforeseen ways?   

In addition, there may be times when an outside party has a particular interest in demonstrating that a questionnaire does or does not perform well.  If such an individual or institution collaborates in the cognitive interviewing evaluation, they could have several opportunities to influence findings.  One such opportunity could occur if the collaborator is involved in identifying study participants.  In this presentation I will discuss several situations where an outside party had the means and motive to tweak a questionnaire evaluation project to further an agenda.   Such collaborations also have, on occasional, threatened our ability to carry out promises of confidentiality, as will also be discussed.  

There is no evidence at this point that cognitive interviewing procedures at NCHS (or elsewhere) have actually led to harm or tainted findings.  However, some of the situations described here may serve as a starting point for further discussions regarding what safeguards should be routinely adopted to prevent any future lapses.  
Business Surveys – Testing Strategies in German official statistics

Karen Blanke (FSO Germany)

German official statistics cover more than 170 surveys based on questionnaires. Only a minority is related to social statistics, the majority of surveys collect information on businesses, institutions, or public administrations. Up to now there were no systematic, standardised procedures for testing questionnaires. This is changing due to recent strategic decisions in the German statistical system and requirements of the European Code of Practice (CoP). Both strongly express the need for regular and systematic questionnaire testing. As a consequence the FSO Germany started to implement the recommendations formulated in the “Handbook of Recommended Practices for Questionnaire Development and Testing in the European Statistical System”. By introducing standardised testing procedures and installing a small pretest laboratory data quality shall increase. 

However, while testing procedures are quite established for social surveys, recommendations on business surveys are less detailed and still in development. The paper outlines the conceptual frame for testing trade statistics at the FSO Germany and presents some first results. There are two conclusions: qualitative testing is basic to detect the shortcomings in relation to retrieval and availibility of information, contact to potential respondents as well as visual design problems similar to social statistics. However, we are discussing the question, whether quantitative testing is essential as a second step and which methods are most effective, as these testing techniques are rather expensive and time consuming.

Analysing and interpreting cognitive interview data: a qualitative approach

Debbie Collins

The aim of cognitive interviewing is to provide evidence on whether survey questions are meeting their measurement objectives. This evidence helps us in making decisions about whether and how to revise them.  In analysing cognitive interview data we are attempting to unearth evidence of question performance in terms of the problems the question structure, content and survey context cause respondents. These data can be seen as being qualitative in nature, in so much as they are respondents’ accounts of their thought processes, understanding of the survey response task presented, and the factors that shape their responses. Furthermore, the sampling designs commonly utilised in the cognitive testing of questions are purposive, driven by hypotheses about the sorts of respondent characteristics that are likely to affect responses, and numbers are small. They are not designed (usually) to be statistically representative.

These factors mean, in our view, that cognitive interview data should be analysed  and described using qualitative techniques rather than statistical ones. This does not mean that findings derived from such an approach cannot be generalisable. They can, but a systematic approach needs to be adopted. In this paper we set out the approach used at NatCen, and the issues we have grappled with in developing it. Finally we discuss whether best practice guidelines for analysis and interpretation of cognitive data are needed, and make some suggestions for what they might look like.

How Much is Too Much?: How adding information to a question may narrow, instead of expand, a Respondent's understanding

Carol Cosenza
As researchers, we often struggle with what to include, and not include, in each question.  We know that the placement of each word, and the placement of the question itself, is important.  Every time we write a question we worry:  Are there words and phrases that should be defined?  Are there concepts that require additional information?  Will an introductory phrase help to reassure respondents with concerns about social desirability?  Should examples be added to the question to clarify it? These are some of the issues we looked at in a recent randomized telephone survey focusing on methodological issues of question design.  We used a split-ballot design in order to test alternate forms of the same question.

This paper will examine data collected from this series of question experiments, looking specifically at the effects of adding words or phrases that were intended to be helpful but actually narrowed the focus of the question in the eyes of the respondent.  We will look at the results of the survey responses as well as the results of behavior coding in order to learn more about how seemingly simple changes to a question may change responses in unintended ways. 

KOSTRA – towards an online and more user-friendly reporting system
Trine Dale and Bente Hole
KOSTRA (Municipality-State-Reporting), is an electronic reporting system operated by Statistics Norway (SN). The system was established on a permanent basis in 2002, but was tested more systematically and on actual respondents for the first time in 2005. At SN the system was generally perceived as a well-functioning reporting system. The fact that it has been electronically based from the start has no doubt made the recipient side of the data collection process efficient. As we explored the respondent side of the process, however, we found that it was time to make some comprehensive changes. 

KOSTRA is now being transformed from an offline, rigid and outdated system to what we expect will be an improved, online and more respondent-friendly solution. The first online version is up and running. A second round of testing will hopefully tell us if we are on the right track, and give us input to develop the more permanent reporting solution.

In our paper we will sum up the major findings in the first round of testing in 2005, present the new, temporary online solution, and some of the results from the new wave of testing. We will account for how we planned and conducted the different tests, and how our findings can contribute to the further development of the KOSTRA-system. Working on this project has taught us that one has to look at more than just one electronic questionnaire by itself to be able to improve it. It is, in fact, necessary to investigate how the respondents organise their reporting. It is also important to look at the whole reporting apparatus and how the respondents use it, including the paper version of the questionnaire, associated Web pages, instructions and general information.

Some results from cognitive testing of a health survey in different countries in Europe  

Gunilla Davidsson

Eurostat is since some years together with the member states, Norway and Turkey preparing a joint health survey to be conducted every five years. One part of the preparations has been to make cognitive testing. A specific translating procedure of the reference questionnaire in English is agreed upon and Eurostat has been sponsoring the translation work and the cognitive testing. 

The reference questionnaire was developed by the Institute of Public Health in Belgium. It was comprised of already often used sequences of questions from different surveys on health. The reference questionnaire was as a first cognitive step tested by Amanda and her colleagues at ONS. That test resulted in rather far-reaching changes in some of the questions, which was a bit of a problem, since several of the countries already had finished or was in the middle of the translation work.    

The cognitive testing has been done in somewhat different ways in different countries in Europe. The results tell us a lot not only about the questions but also about the problems in translating a reference questionnaire in English with questions developed in an English speaking world – the main part of the questions are from SF36 or other worldwide used questionnaires most often developed for an American public. The surveys have probably never been cognitively tested in non-English speaking countries in Europe before. It is no wonder that a lot of – sometimes very funny – situations occured during the translation process. There were even difficulties to translate some words into British-English!   

When we meet I will present some of the most interesting results from this very first joint Eurostat cognitive testing process. 

The Utility of Metadata in Questionnaire Evaluation Research
James L. Esposito

Metadata can be defined as any information (qualitative or quantitative) that is useful in understanding the origins and quality of survey-generated data.  Survey methodologists rely on conceptual metadata not only when developing survey questionnaires, but also when conducting presurvey and postsurvey evaluation research.  And the information generated by evaluation research also constitutes metadata.  In this paper, we will examine how a diverse array of metadata (from prior and proximate evaluation research) and a variety of questionnaire evaluation methods (such as, cognitive interviews, behavior coding, interviewer debriefings, and a split-panel field test) were used in the redesign of the employment series in a major demographic survey conducted monthly in the United States.  

More Evidence about When Two (or more) Questions are Better than One

Jack Fowler

Researchers are often tempted to save time and space by including more than one question (or cognitive step) in a single survey question.  We have previously presented evidence that in some cases the quality of the resulting data will be better if such questions are decomposed into two or more discreet questions—that deal with one issue at a time.  

This paper will present further evidence, gathered from a series of question experiments, of the effects of complex questions on survey data and how breaking them into component parts affects the survey results. We find that when a question includes multiple concepts or issues, respondents routinely ignore one or more of the issues, resulting in distorted results.  Identifying such questions should be one of the targets of cognitive testing.

Does mode matter?  Comparing the response burden and data quality of a paper business survey and an electronic business survey.

Deirdre Giesen & Rachel Vis

In 2006 Statistics Netherlands conducted a pilot of an electronic version of the Structural Business Survey (SBS) questionnaire. About 7800 of the 70000 business in the sample were requested to fill out the form electronically, a paper questionnaire was available upon request. 

In this paper we evaluate the effects of this electronic data collection on perceived response burden and data quality. We used both qualitative methods (e.g. on-site visits with observation of the response process combined with cognitive interviewing) and quantitative methods (e.g. response analyses and analyses of the audit trails).

The first results indicate that the electronic form works well. The unit and item non response rates of the pilot group do not differ from the other subpopulations in the SBS, or from the same subpopulations the year before. Hardly any businesses asked for technical assistance and only 6% of the pilot group requested a paper form. 

The most important recommendations for improvements include the following. The text editing for the questionnaires should be improved to prevent errors, such as  have occurred in the pilot questionnaires. Also the instruction and presentation of the download procedure should be changed to emphasize that each questionnaire is business specific; in the pilot four business units of one enterprise group wrongfully used the same login details. Finally, it is advised to make an option to print the instruction texts, which was not possible in the pilot questionnaire. 

Location, scope and amount of definitions and instructions defining the quality of survey response

Petri Godenhjelm

One common task in survey design is to decide how to communicate definitions. Especially in business and agriculture surveys a lot of supporting communication is needed in addition to the questions. The meaning of concepts is communicated not only in questions, but in definitions and instructions as well. This presentation discusses the perceptions which were lately gathered during cognitive testing of self-administered surveys. It seems that defining a location, a scope and the amount of definitions and instructions in questionnaires are principal strategic questions to the survey designer. These choices have important implications to the comparability of responses and survey quality. Paper and web surveys have different possibilities to communicate definitions, and therefore a different answering process as well. This requires that the surveyor understands these implications when using mixed-mode designs.

Standards for Questionnaire Design and Layout in Business Surveys
Birgit Henningsson

Statistics Sweden has just started a comprehensive work to standardize our surveys as much as possible, especially business surveys. We are annually sending out about one hundred different surveys to businesses - and they all have a very different approach either in way of accounting the inquired data or the layout. In addition the Swedish government has commissioned us to reduce the response burden for businesses with 25 % within 4 years. At the same time we are supposed to do produce more statistics in the economic field. 

One project which will go on for three months has just started. We are scrutinizing nine of our surveys which need a lot of manual checking before data entry. We are planning to have debriefings with the working groups doing the data checking. The staffs in these groups also need to have many contacts with the respondents, since the problems often are very complex. 

We have guidelines for our web surveys, as we have talked about with you in an earlier QUEST meeting. Now we also have developed a special soft ware. But time is not yet ripe for abandoning all paper. That is why we would like to come up with better guidelines about using the paper versions. But this project, which I will talk about more in Ottawa, is only a beginning since we only have three months to use. Our next step will be cognitive testing with respondents. 

I look forward to discuss these matters with all of you to learn more about your experiences from evaluation and redesigning questionnaires to businesses.

Exploring Questions on Activity Limitations from the Canadian Census and the Participation and Activity Limitation Survey

Dave Lawrence

The Participation and Activity Limitation Survey (PALS) has been conducted by Statistics Canada in 2001and 2006.  Filter questions on the household census form are used to create a sampling frame for PALS.  Using a questioning process to measure disability is a complex and subjective concept.  Many factors may influence the reported data including question wording, definitions, mode of collection, and proxy and non-proxy responses.   

This paper will describe a QDRC study that is using cognitive interviews conducted with PALS respondents to explore differences in reported data between the Census questionnaire and the post-censal Participation and Activity Limitation Survey.

Evaluating Business Survey Forms with the Cognitive Interview

Marcel Levesque

The Questionnaire Design Resource Centre (QDRC) is the focal point of expertise at Statistics Canada for questionnaire design and evaluation.  Each year, many survey collection instruments of varied topics intended for diverse groups of respondents are evaluated.  One of the primary evaluation tools is the cognitive interview.  During the cognitive interview, important insight into the response process can be gained.  This insight can be used to make significant improvements to questionnaires.

This paper will describe how the QDRC uses cognitive interviews to test business survey forms.  Attention will be focused on a specific project the QDRC recently completed – the testing of several services industry questionnaires that were redeveloped to meet Statistics Canada’s Unified Enterprise Survey standards.

How do we assess whether we are improving instrument design? Using multiple methods to evaluate whether a re-designed travel record was 'better' than the existing one

Alice Mcgee 
A well-designed instrument is fundamental to the overall success of a survey. For self-completion documents, the application of good questionnaire design principles, such as those put forward by Jenkins and Dillman (1997) can help to ensure that respondents are able to:

(a) navigate their way around the form, finding instruction where required; and

(b) understand quickly and easily the information being sought.

In addition, respondents must understand the task and the key concepts used in the survey.

As question designers we are sometime asked to evaluate an existing instrument and make recommendations for improvement (if appropriate). We will apply good design principles to this process but the challenge is how to evaluate whether our proposed changes actually ‘improve’ things. In this paper we describe how we went about attempting to evaluate the success of changes we made to a Travel Record. 

There are many ways to evaluate how well a survey instrument 'works' in practice. An indicator of a poorly designed tool, which is readily available, is the proportion of 'missing' data for a particular data item; specifically how many respondents were unable or unwilling to give answers at particular questions. Such secondary analysis of existing survey data can be extremely useful in identifying potential problems, which can be explored further using cognitive testing. The latter technique can uncover the reasons for these omissions. Further evaluation methods, both quantitative and qualitative, can be drawn on to complement and support each other in providing a strong evidence base to determine whether the changes made were ‘improvements’.

This paper outlines how an extensive range of evaluation methods were used to:

(a) uncover the problems associated with an existing seven-day Travel Record; and

(b) assess whether the new re-designed Record addressed these problems and essentially yielded data of a higher quality.
Development and analysis of a multi-national, structured cognitive test

Kristen Miller

This presentation will describe results of a cognitive testing project sponsored by the United Nations Statistical Commission to test disability-related questions to be used internationally on national censuses.  For this project, a structured questionnaire was developed and then fielded in 15 countries to approximately 1200 respondents.  The questionnaire consisted of the 6 core questions followed by probe questions designed to illustrate 1) whether core questions were administered with relative ease, 2) how core questions were interpreted by respondents, 3) the factors considered by respondents when forming answers to core questions and 4) the degree of consistency between core question responses and respondents’ functionality.  Demographic and general health questions were also included to provide insight into whether the questions work consistently across all respondents, or if nationality, education, gender or socio-economic status impact the ways in which respondents interpret the question or other aspects of the question response process.

The Usability of a Website evaluated by Survey Methodologists

Tore Nøtnæs and Gustav Haraldsen

Recently we have tested Statistics Norway’s home site and some of Statistic Norway’s web services. The tests have been run as usability tests; that is with more exercises and less stress on cognitive processes than in cognitive interviewing. The test sessions have both been observed by survey methodologists and by other professionals. When the results were evaluated it struck us that the problems that the test persons had are quite similar to those which we often uncover in evaluations of questionnaires. In this paper we will use terms from Forsyth’s Questionnaire Coding System and from the visual guidelines given by Don Dillman to back up this notion.   

Optimizing the preparation of cognitive interview protocols for comparative pretesting.

José-Luis Padilla

The University of Granada’s (Spain) cognitive laboratory for evaluating questionnaires, since the last QUEST meeting, has carried out different cognitive pre-tests for official and private institutes of statistics such as the Spanish National Statistics Institute or the Andalucian School of Public Health.  These experiences in questionnaire evaluation have allowed the research of different aspects related with the use of cognitive interviews in the evaluation of questionnaires.  This work summarizes studies performed to investigate two questions relevant to the preparation of guides for cognitive interviewing: a) the effects of the different types of follow-up probes; and b) the accommodations necessary in order to carry out cognitive interviews with people with disabilities.  For the first question, the effects of different types of open-ended follow-up probes about the ease of making the probe, the understanding of the respondents and the effect on the cognitive follow-up probes were examined. The second question was analysed to adapt the interview guides for respondents with disabilities. The studies were done as part of the cognitive pre-test of the questionnaire for adults in the Survey of Disability, Personal Autonomy and Dependent Situations. Finally, the key aspects were noted to optimize the use of cognitive interviews during the evaluation of questionnaires to be used with different linguistic and cultural groups.

Using Behavior Coding to Evaluate the Effectiveness of Dependent Interviewing

Joanne Pascale

Dependent interviewing (DI) is used in many longitudinal surveys to “feed forward” data from one wave to the next. Though it is a very promising technique in terms of its potential to reduce burden and spurious change, relatively little is known about its effects on data quality or how it is administered in the field. This research seeks to address these questions through behavior coding.  Various styles of DI were employed in the English Longitudinal Study on Aging (ELSA) in January, 2006, and recordings were made of pilot field interviews. These recordings were analysed to determine whether the questions (particularly the DI aspects) were administered appropriately and to explore the respondent’s reaction to the fed-forward data. Of particular interest was whether respondents confirmed or challenged the previously-reported information, whether the prior wave data came into play when respondents were providing their current-wave answers, and how any discrepancies were negotiated by the interviewer and respondent. Also of interest was to examine the effectiveness of various styles of DI. For example, in some cases the prior wave data was brought forward and respondents were asked to explicitly confirm it; in other cases the previous data was read and respondents were asked if the situation was still the same. Results indicate varying levels of compliance in terms of initial question-reading, and suggest that some styles of DI may be more effective than others. 

What the eye doesn't see

Lyn Potaka

Eye-tracking technology is often used as a tool to help evaluate website designs.  However, fewer studies have examined the use of eye tracking technology as a tool for questionnaire evaluation.  This paper discusses a qualitative study in New Zealand, which tracked eye movements to evaluate the layout and presentation of a self-complete paper Census questionnaire. Respondents visual behaviour was recorded, using eye-tracking technology, to identify which elements on the form were drawing respondents' attention and which elements were being ignored.  16 respondents were observed, and their eye movements were recorded as they filled out the Census questionnaire during 30 minute interviews.  Follow-up questions were also asked.  Results from this study were consistent with findings from studies using cognitive interviewing, and helped confirm that respondents do not always read question instructions and can skip over important information on the form.  This study further confirmed the importance of questionnaire layout in assisting respondents to complete questionnaires correctly and supported other research that suggests eye-tracking technology can be a useful tool in informing the design of self-complete questionnaires.

Mixed-Mode Experiments for Social Surveys at Statistics Netherlands

Rachel Vis & Deirdre Giesen

In order to make primary data collection as cost efficient as possible Statistics Netherlands (SN) has decided that in 2009 most social surveys will be executed in a mixed-mode design, in which web interviewing will be an important mode. To maintain data quality and to prevent data discontinuities experiments and pilots will be held in the next few years. To prepare for these experiments the SN’s Questionnaire Laboratory will do several pre-tests in the first part of 2007. The aim of these pre-tests will be to come up with question formats that work for multiple-mode surveys.

In this paper we will discuss the results of a pre-test in which we will investigate the best way to present the answer category “don’t know” and the help texts in the different modes.

In CATI or CAPI surveys the interviewers have clear instructions how to deal with “don’t know” answers. Usually the interviewers do not present the category explicitly, but they are allowed to accept “don’t know” as an answer. The difficulty is how to convert this to a web questionnaire, while minimizing the mode-effects. In the pre-test we will test three different options:

1. Always presenting “don’t know” on screen;

2. Never presenting “don’t know” on screen;

3. Presenting “don’t know” on screen after the respondent tries to skip the question.

In CATI or CAPI surveys the interviewers do not always offer the same instructions to all respondents. In some cases clarifications are only given if the interviewer thinks it is necessary, in other cases respondents will ask for additional clarification. The question is how to present the instructions in a web questionnaire and also minimize the mode-effects? In the pre-test we will test two different options:

1. Presenting the instructions always on screen;

2. Hiding the instruction behind a button on screen.

The Role of Respondents as Data Collectors in Establishment Surveys
Diane K. Willimack

In interviewer-administered surveys, particularly in the household context, interviewers collect information from individuals, and survey researchers manage the data collection process.  Respondents may be viewed merely as subjects from which interviewers extract data.  In an establishment survey, the subject from which data must be extracted is an organization, and people (e.g., employees) perform activities on behalf of the organization, such as responding to surveys.  Although considered respondents by survey researchers, these people are actually informants for the organization and act as collectors of requested data.  In other words, theoretically, respondents collect data from the organization on behalf of survey researchers in much the same way that interviewers collect data from individuals in household surveys.

However, survey researchers do not have the managerial controls over establishment survey respondents that they may exercise with household survey interviewers.  This is even more evident for establishment surveys requiring information from multiple sources, from which – or from whom – the organizational respondent is expected to gather the requested data.  Moreover, the behavior of people in organizations is influenced and/or constrained by attributes of the organization and its culture, such as managerial hierarchies, knowledge distribution, and employee performance standards.  In fact, survey researchers may be considered outsiders to the survey response process who are trying to influence not only the cognitive processes of the individual respondents, but also the organizational context within which these processes take place.

This paper considers the implications of this view for the establishment survey response process, particularly the organization-level steps that frame the individual cognitive steps in the response process model (Sudman et al., 2000).  It will draw upon literature on the behavior of people in organizations and on management science to glean insights into organizational attributes that may have implications for the design and management of establishment surveys by survey organizations.
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